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Executive Summary

This report is provided in response to Section 221 of Public1@8v163. It is based on field
tests, exercises, demonstrations, experiments, siongatnd analyses conducted by
Department of Defense (DoD) Components over thedastyears, with emphasis on the most
recent year (July 2005 through June 2006) test results. épgust iprovides an update to the
report submitted to Congress at the end of the last fygealin response to Section 331 of Public
Law 108-375 and presents new findings for this subsequentingppetriod.

The DoD Internet Protocol Version 6 (IPv6) Transit@fiice (DITO) established a repository of
IPv6 Test and Evaluation (T&E) reports provided by DoD Coreptsiin response to requests
from the Assistant Secretary of Defense for Netwark Information Integration/DoD Chief
Information Officer (ASD(NII)/CIO)). The data cont&d in these reports have been evaluated
with respect to the principal T&E objectives of the DiFy6 Master Test Plan Version 2.0
(MTP v2.0). Most of these reports support the objediivdemonstrate the Joint Staff IPv6
operational criteria documented in the DoD IPv6 Tramsiilan Version 2.0 and decomposed
into testable functional elements in the DoD MTP v280limited number of these reports
support interoperability and Information Assurance (IA}iieation of IPv6 products that is
necessary to place the tested products on the DoD IPv@yegipProducts List (APL).

The DoD Components have reported a substantial amolPv®fT &E activities during this
reporting period. These activities cover nine of the ¢amt Staff IPv6 operational criteria with
emphasis on end-to-end interoperability and transigohriiques. However, based on a
cumulative analysis of all reports received noneheften criteria have been fully demonstrated.
The cumulative analysis further indicates that tiewing areas require significantly more

T&E effort to adequately demonstrate the criteria: segudw-bandwidth environments,
scalability, transition techniques, network managementadrtbc networking.

The DoD has formalized the process for interoperalality information assurance certification
of IPv6 products. Initial interoperability testing of produist proceeding in accordance with the
DoD IPv6 Generic Test Plan (GTP).

The DoD Components are developing test plans for thedifgpHdv6 transition environments
and are following the guidance set forth in the DoD IPVIBPW2.0. The DoD is facilitating the
sharing of IPv6 T&E results among the DoD Componentsoéimer Federal IPv6 working
groups through DoD web portals.

The results presented in this report indicate thaé lBehnologies continue to progress toward
adoption but that there has been insufficient tesimmgperational networks. Further testing is
required to support both the demonstration of the Joiffit IB6 operational criteria and APL
certification. The development and availability otical IPv6 capable products may

impact DoD's schedule for planned IPv6 T&E and deployment.
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1 Introduction

1.1 Purpose

The Fiscal Year (FY) 2006 DoD IPv6 T&E Report is providedesponse to Section 221 of
Public Law 109-163. This report provides an assessment OfTIRE activities carried out by
the DoD Components with respect to the T&E objectiieab@ DoD IPv6 MTP v2.0. This
report is also an input to the Congressionally directe@ tertification by the Chairman of the
Joint Chiefs of Staff.

1.2 Test and Evaluation Objectives

The DoD IPv6 T&E Report provides consolidated test resmtsassessments in support of the
DoD transition to IPv6 and helps identify what has be@mnpleted and what further testing is
required. As defined in the DoD IPv6 MTP v2.0, the D&DA T&E strategy comprises two
objectives:

* Demonstrate the functionality of IPv6 as delineatedéndoint Staff IPv6 operational
criteria.

» Establish an APL of IPv6 products that have been csitth meet a set of DoD
requirements for interoperability and IA.

Assessment of the individual IPv6 T&E reports furnished byDbD Components will address
the progress in meeting both objectives.

1.2.1 Demonstration of the Joint Staff |Pv6 Operational Criteria

The Joint Staff IPv6 operational criteria enumeragedperational and technical capabilities
necessary for verifying that IPv6 fulfills operationaéds of the DoD. The decomposition of
the criteria provides two levels of measurable andiadté functional elements that can be
demonstrated through testing:

» Level 1 decomposition identifies capabilities to be denrates regarding each criterion.

* Level 2 decomposition identifies the specific technolagfyastructure, and/or
functionality to demonstrate Level 1 decomposition.

The mapping of the DoD Components’ IPv6 test resulteaaloint Staff IPv6 operational
criteria will support the Congressionally directed ¢edtion by the Chairman of the Joint
Chiefs of Staff that the conversion of DoD network&?e6 will provide equivalent or better
performance and capabilities than that which would be geoviby any other combination of
available technologies and protocols.
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1.2.2 Approved ProductsList

The DoD APL is a registry of IP products tested bydde€ Information Systems Agency
(DISA) Joint Interoperability Test Command (JITC) ohext DoD entities, validated as IPv6
capable, and certified as meeting specific interoperabkifity 1A criteria. It provides the DoD
with a selection of IPv6 products certified to meet tie®deed for interoperability and IA. The
addition of an IPv6 product to the APL occurs only afterproduct has been shown to meet
interoperability and IA certification requirements. I@omponents shall purchase IPv6
capable products from the APL, where available. Requm&syfer IPv6 interoperability
certifications are derived from the DISR and the DIBR6I Standard Profiles for IPv6 Capable
Products. The DISA (JITC) is responsible for interapéity testing processes and procedures.
The DISA is responsible for developing processes, proesdand technical standards for IPv6
IA testing. The DoD APL is located at: http://jifef.disa.mil/adv_ip/reqgister/register.html.

1.3 Scope

The scope of the analysis in this report is limited &kt Teports submitted by the DoD
Components in response to requests from the ASD(NII)/O&D The DoD Components
(Army, Navy, Air Force, and DISA) provided 19 reports to Bl for FY 2006 and 39 reports
for FY 2005 (for testing conducted FY 2003 through FY 2005). Thkiation team for this
report was led by DITO with participation by ASD(NII), Bator, Operational Test and
Evaluation, and DISA (JITC). This year’s report anafythe 19 reports submitted by the DoD
Components and integrates the analysis with the 39 préwswismitted reports to provide a
cumulative status for IPv6 T&E. This year’'s cumulatstatus will be compared with last year’'s
status to assess progress toward IPv6 transition.

1.4 Previously Reported Results and Recommendations

Results from FY 2005 testing indicated that IPv6 techne&@s examined by the DoD
Components, had progressed significantly toward the pbedoption. Some aspects of IPv6
appear ready to deploy in a single network domain oaeeanvironment within operational
networks. However, significant issues must be reggiver to department-wide deployment of
IPV6.

Recommendations from the FY 2005 report indicated that additeffort was needed in the
areas of performance and scalability, security, creatian APL, application porting or
development, Quality of Service (Qo0S), transition nagidms, and network management. All

of these areas, with the exception of scalability,atdressed in this year’s report. The progress
that has been made is discussed in appropriate sectitms @eport.
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2 |Pv6 Test and Evaluation Results

2.1 Overview

This section provides the overall status of DoD IPv6 Ti&Bupport of the DoD’s transition to
IPv6 and summarizes IPv6 T&E results reported by the BoBponents for the period July
2005 through June 2006. Nineteen T&E reports were analyzéldefeurrent reporting period.
Summaries for each of these reports are provided in Alpp&n The 39 reports submitted for
the FY 2005 DoD IPv6 T&E report were reanalyzed for raleeao the Joint Staff IPv6
operational criteria. The reanalysis is provided in Ajlpe E. Reports submitted for the current
reporting period address the Joint Staff IPv6 operationtalier more clearly and are generally
of higher quality than the previous reports. All repadsd for this analysis can be found on the
DoD Test and Evaluation Working Group (TEWG) portal:
https://gesportal.dod.mil/sites/JITCIPV6/TEWG.

2.2 Cumulative Analysis M ethodology

Each Joint Staff IPv6 operational criterion is assdya completion status of red, yellow, or
green based on analysis of tests conducted by the Daip@ents. The status of each criterion
was determined through an analysis of all applicable T&i&ns.

To date, none of the ten Joint Staff IPv6 operationtdria have been fully demonstrated.
However, there has been significant effort in enetd-interoperability and transition
techniques (Criteria 2 and 8). Minimal work was reported/éace, video, and data integration,
low-bandwidth environments, scalability, mobility, netwogerations, and ad hoc networking
(Criteria 4, 5, 6, 7, 9, and 10). As highlighted in tleisart, further testing is needed to
adequately demonstrate all of the criteria. TestingofesLevel 2 criteria must wait for
capabilities to be developed or refined.

A distinction was made between Level 1 and Level 2 decsition. At Level 2, a subjective
engineering judgment is based on analysis and evaluatibineef factors as described in Section
2.3 of this document. At Level 1, an objective appraaalsed to “roll up” the status of the

level below. Using this roll-up approach, the lowestustérom the level immediately below
becomes the status of the intermediate or top levelndeasition. A single low-level
decomposition element that is red will cause its rdlatéerion to be red, even if all other
elements for that criterion are green. Thus, underlyicgmposition elements needing
additional testing are easily identified. Note thateal” status at the top level or intermediate
decomposition level does not mean that the criteriemiod been addressed; it simply means
that an element at a lower level still requires gigant testing.
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The color coded rating scale for the successful demaiimst of the criteria is as follows:

[] Red - Limited progress has been made. More testing ateetopment is needed to
allow the criterion to be certified as having been deitnate.

Yellow - Significant progress has been made. Somegnmsrof the criterion have not
been successfully demonstrated or the confidence in pietést results was low.
Additional testing and/or development is needed to allenctiterion to be certified as
having been demonstrated.

@ Green - The criterion has been successfully dematest The evaluation type,
relevance, and scope (considered with the number gj f@stvide enough data to assure
the criterion was demonstrated with a high confideaceof. Adequate testing has been
conducted to demonstrate all requirements of the criterion

The Cumulative Test and Evaluation Matrix (Table 2-13enés the total number of test reports
applicable to each criterion for the entire transiedfort, as well as the number of test reports
for this reporting period by the Joint Staff IPv6 operatlamiteria and test method (counts for
this reporting period are in parentheses). A cumulatizris representing the overall effort
regarding each criterion is also presented as weh ax@ected completion date. The
cumulative status for a criterion indicates the Istaagmpletion status for any of the sub-
elements of the criterion. Thus, a cumulative stafygllow or red should be viewed as an alert
that the demonstration of one or more underlying function&chnical elements is incomplete.
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Table 2-1 Cumulative Test and Evaluation M atrix

Test Methods S
3 o
2 IS g
- n 2 n )
Joint Staff IPv6 = 2 7 @ o O
Operational Criteria | § §| 22 o G 3 2 | = 3
21581 5 |5 lel 8 |52 %
o1 BE| ¢ | 5 |&| ¢ | 2| 5| 2%
w< | =2w 1] )] o w L O w o
Demonstrate security of
unclassified network
operations, classified
network operations, black
backbone operations,
integration of High 2QFY
1 Assurance |IP Encryptors 6(1) 1 9(2) 6(1) 6(1) D 2009
(HAIPE), integration of IP
security (IPSec), and
integration with firewalls
and intrusion detection
systems
Demonstrate end-to-end 20FY
2 | interoperabilityinamixed| 3 (1) | 1(1)| 14(3)| 5(2 14(5) 1@1) 2008
IPv4 and IPv6 environmern
Demonstrate equivalent tg 1QFY
3 | or better performance than, 2 2(1) 4 2(1) 7 (4) 2008
IPv4 based networks
Demonstrate voice, data, 4QFY
4 and video integration 4 2 1 7)) 1) 2008
Demonstrate effective
5 | operation in low- 2 2 (1) 2(2) goQoFs;(
bandwidth environment
6 Demonstrate scalability of 5 1 1QFY
IPv6 networks L] 2008
Demonstrate support for 20FY
7 | mobile terminals (voice, 1 1 1 1 7TAQ) | 1(1 2009
data and video)
Demonstrate transition 4QFY
8 techniques 4| 3@ 8(3) | 3() 126 L] 2008
Demonstrate ability to
9 | provide network 1 63) | 4(2) goQoF{;(
management of networks
Demonstrate tactical 20FY
10 | deployability and ad hoc | 2 (1) 1 1 11 [ 2010
networking
Key:

@  Criterion has been successfully demonstrated.
Significant progress has been made on this criterio
Limited progress has been made on this criterion.

[

QFY Quarter Fiscal Year
Total Events (Current Fiscal Year Events)
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2.3 Impact of FY 2006 Test and Evaluation Reports on Demonstration of
Joint Staff | Pv6 Operational Criteria

This section provides the evaluation of each Joint $®&B operational criterion at the lowest
level of decomposition and is based solely on therégsirts submitted during this reporting
period. The evaluation of each criterion is performethe lowest levels of the decomposed
functional or technical elements. Three qualitatiedes were used to determine the extent to
which an individual report contributed to the satisfactiban element: applicability to the Joint
Staff IPv6 operational criteria, qualitative merit basecevaluation type, and scope of each
T&E event.

Each T&E event was evaluated for applicability or releeato each Joint Staff IPv6 operational
criterion; and the degree of relevance of each evattibated to determination of the Level 2
status. Next, the type of evaluation was consideredhanevent results were weighted
accordingly. Evaluation types listed in descending catalé order are: field test, exercise,

pilot, demonstration, experiment, modeling and simulatoal engineering analysis. The final
factor that contributed to status determination wasdbpesof each T&E event. Test events that
only confirm previous results are considered to contrilege toward status determination than
those that cover previously untested areas.

Subsections follow for each criterion. Each subsaqgtiovides the status of each criterion’s
Level 1 and Level 2 decomposition and specific findingasteel to that criterion. Note that the
color status for the decomposed elements in each sidrsdotnot necessarily roll up to the
cumulative color status in Table 2-1 because each sulrsg@ctivides only an incremental
analysis of the test reports submitted for this repoperpd.

2.3.1 Criterion 1: Demonstrate security of unclassified network operations, classified
network operations, black backbone operations, integration of HAIPE, integration
of IPSec, and integration with firewalls and intrusion detection systems

Table 2-2 2006 Reporting Year Joint Staff | Pv6 Operational Criterion 1

Level 1 Decomposition Level 1 L evel 2 Decomposition
(Capabilitiesto be Status (Specific technology/infrastr uctur e/
demonstrated) functionality to be demonstr ated)

Level 2
Status

1.1 Ensure that information is 1.1.1 Verify implementation of IPSec with Encapsulating —

not disclosed to unauthorlzgd Security Protocol (ESP) in IPv6 hosts.
persons, processes, or devices. —

1.1.2 Verify the implementation of IPSec with ESP in IPv6 =
I:l routers and switches.

1.1.3 Verify integration with Public Key Infrastructure (BK

UNCLASSIFIED 7



Table 2-2 2006 Reporting Year Joint Staff | Pv6 Operational Criterion 1 (continued)

Level 1 Decomposition
(Capabilitiesto be
demonstrated)

Level 1
Status

L evel 2 Decomposition
(Specific technology/infrastructur e/
functionality to be demonstrated)

Level 2
Status

1.2 Ensure information
received is the same as that
which was sent (protect again
unauthorized modification or
destruction of information).

1.2.1 Verify implementation of Authentication Header (AH)
in IPv6 hosts.

1.2.2 Verify implementation of Authentication Header (AH)
in IPv6 routers and switches.

1.3 Ensure authentication of
persons and processes.

1.3.1 Verify security of Authentication, Authorization, and
Accounting (AAA) servers using IPv6.

1.3.2 Verify integration of AAA servers with PKI.

1.4 Ensure availability and
mitigate denial of services
(timely, reliable access to dats
and information services for
authorized users).

8

1.4.1 Verify protection of the IPv6 resident protocol
implementation in hosts, switches, and routers fidnuders.
(Note: Included in this are vulnerabilities that afreen
errors in protocol specification or implementatiortro
associated device firmware.)

1.4.2 Demonstrate IPv6 traffic filtering capabilitiesroluters
and firewalls according to security policies.

1.5 Ensure IPv6 traffic is
interoperable with firewalls
and Intrusion Detection
Systems (IDS).

1.5.1 Evaluate firewalls and IDS functions that can be agpli

to IPv6 traffic.

1.5.2 Evaluate firewalls and IDS functions that can be appli

to tunneled IPv6 traffic.

1.6 Ensure IPv6 traffic is
interoperable with HAIPE
devices.

1.6.1 Evaluate HAIPE v3 ability to encrypt/decrypt IPv6
packets.

1.6.2 Evaluate HAIPE v3 ability to encrypt/decrypt tunnele
IPv6 packets.

T&E Observations:

* No HAIPE was tested because IPv6 capable HAIPE devicesilhtender development.

* An IPv6 test network using a commercially available sewureless gateway effectively
provided Advanced Encryption Standard (AES) Layer 2 encryptitnno performance

degradation.

» Atest network was configured for black backbone operatitimserial bulk encryption
to secure IPv6 traffic. To load the black network, prerdgefiautomated test scripts were
initiated from automated test tools. There was no padace degradation when passing
IPv6 traffic via serial encryption devices.
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* Vendor implementations of IPSec for IPv6 continue tanto@ature.

» The state of commercially available IPv6 firewallsl dDS appears to be far behind the
DoD’s need for network protection.

* Further commercial development and T&E is required dousty devices such as

firewalls, IDS, HAIPE, and other network security appdies

2.3.2 Criterion 2. Demonstrate end-to-end interoper ability in a mixed |Pv4 and | Pv6

environment

Table 2-3 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 2

Level 1 Decomposition
(Capabilitiesto be
demonstr ated)

Level 1
Status

L evel 2 Decomposition
(Specific technology/infr astr uctur e/
functionality to be demonstr ated)

Level 2
Status

2.1 Demonstrate IPv4
application to IPv4 application
over a mixed IPv4 and IPv6
network.

2.1.1 Demonstrate core service interoperability: Domagamis
System (DNS), directory services, File Transfertétal (FTP),
email, web services, Network Time Protocol (NTPY] &kKI.

2.1.2 Demonstrate network core application interoperability:
Voice over IP (VolP) and video over IP.

2.1.3 Demonstrate Commercial Off The Shelf (COTS)
application interoperability (transaction, databasess;@nd
web services).

2.1.4 Demonstrate Government Off The Shelf (GOTS)
applications/systems interoperability.

2.2 Demonstrate IPv6
application to IPv4 application
over a mixed IPv4 and IPv6
network.

2.2.1 Demonstrate core service interoperability: DNS,
Directory, FTP, email, web services, NTP, and PKI.

2.2.2 Demonstrate network core application interoperability:
VolIP and video over IP.

2.2.3 Demonstrate COTS application interoperability
(transaction, database access, and web services).

2.2.4 Demonstrate GOTS application/system interoperability
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Table 2-3 2006 Reporting Year Joint Staff | Pv6 Operational Criterion 2 (continued)

Level 1 Decomposition
(Capabilitiesto be
demonstrated)

L evel 2 Decomposition
(Specific technology/infrastr uctur e/
functionality to be demonstrated)

Level 1
Status

Level 2
Status

2.3 Demonstrate IPv6
application to IPv6 application
over a mixed IPv4 and IPv6

2.3.1 Demonstrate core service interoperability: DNS,
Directory, FTP, email, web services, NTP, and PKI.

network. 2.3.2 Demonstrate network core application interoperability:
VolP and video over IP.

2.3.3 Demonstrate COTS application interoperability
(transaction, database access, and web services).

2.3.4 Demonstrate GOTS application/system interoperability

T&E Observations

» Tests indicate native IPv6 applications can be sufidBsased in mixed IPv4 and IPv6
environments including protocols. Some of the tested apiplicexamples are:

Hypertext Transfer Protocol (HTTP)
Hypertext Transfer Protocol Secure (HTTPS)
Post Office Protocol version 3 (POP3)
Simple Mail Transfer Protocol (SMTP)

File Transfer Protocol (FTP)

Secure Shell (SSH)

Telnet

Real Time Streaming Protocol (RTSP).

O O0OO0OO0OO0OO0OO0O0o

» Many tests demonstrated the use of “tunneling”, so thet #Ad nodes and their
associated applications can still be employed acrodv@nnetwork.

» Dynamic Host Configuration Protocol version 6 (DHCPv6) thapés the functionality
of Dynamic Host Configuration Protocol (DHCP) in IPv4t i is not yet implemented
in any of the Windows operating systems.

* The IPv6 capable Ethernet switch blocked Domain Name &e(lNS) query traffic
over IPv6 by default. Therefore, testers manuallyigonéd this network on the
Ethernet switch in order for DNS traffic to pass thrau@mly then could the Vista client
perform DNS lookups.

* Internet Explorer 6 can browse Web pages over IPvat tilt not accept IPv6 Uniform
Resource Locators specified by address.
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* Windows networking and sharing of drives worked without issee BRw6.

* Some tests demonstrated interoperability on par with H3Jong as the application
supported IPv6, and the equipment met IPv6 minimum systguireenents.

* While these initial results are positive, further itggiand evaluation is required to
adequately demonstrate interoperability in mixed IPv4 and. IPv6
2.3.3 Criterion 3: Demonstrate equivalent to, or better performance than, |Pv4 based

networks

Table 2-4 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 3

Level 1 Decomposition Level 1 L evel 2 Decomposition
(Capabilitiesto be Status (Specific technology/infrastructur e/
demonstrated) functionality to be demonstr ated)

Level 2
Status

3.1 Demonstrate IPv6
throughput equivalent to or 3.1.1 Same as Level 1.
better than 1Pv4.

3.2 Demonstrate IPv6 latency

equivalent to or better than IPv4. 3.2.1 Same as Level 1.

3.3 Demonstrate IPv6 packet

loss equivalent to or better than 3.3.1 Same as Level 1.

IPv4.

3.4 Demonstrate IPv6 service

availability equivalent to or 3.4.1 Compare service provisioning times.

better than IPvA4.

3.4.2 Compare service recovery times.

T&E Observations

» Bit level performance measured throughput, frame lossidgtestandard deviation, and
packet sequencing that showed superior single and dual si&ckdéHormance utilizing
Application-Specific Integrated Circuit (ASIC) basedters over programmable
processor based routers.

» Certain tests demonstrated the ability to ping from a devie4 and IPv6 interfaces to
another device’s IPv4 and IPv6 interfaces with a quiokgpanse time on the IPv6
interfaces.

* One test ran a continuous ping for one hour with nodbgsickets. Additionally, three
separate tests of 1,000 ping tests were performed with a 1€€hpsuccess rate. A
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network tap was used to capture the continuous ping paak@tsxamine them for

Request For Comment (RFC) compliance.

» Layer 3 switch testing showed high-end switches fromraévendors have equivalent

performance when passing IPv4 and IPv6 traffic. The mbajof Layer 3 switches,
however, have much lower performance (1 to 5 percenbecspeed of their IPv4

capabilities.

* Most edge switches consistently passed IPv6 traffic agar the line rate. Core

switches passed traffic normally below the line rate.

* Further development and T&E is required for ASIC-base® Heuters and Layer 3

switches to adequately demonstrate IPv6 performance equit@len better than, IPv4.

2.3.4 Criterion 4: Demonstrate voice, data, and video integration

Table 2-5 2006 Reporting Year Joint Staff | Pv6 Operational Criterion 4

Level 1 Decomposition
(Capabilitiesto be
demonstr ated)

Level 1
Status

L evel 2 Decomposition
(Specific technology/infr astr uctur e/
functionality to be demonstr ated)

Level 2
Status

4.1 Demonstrate simultaneous

voice, data, and video (or any
combination thereof) over
shared IPv6 networks.

D

4.1.1 Demonstrate Quality of Service (QoS) capabilities of
IPv6 networks using Differentiated Services (DiffSeax
Resource Reservation Protocol (RSVP).

4.1.2 Demonstrate transport control capabilities of IPv6
networks using Real Time Protocol (RTP).

4.1.3 Demonstrate session signaling capabilities of IPv6
networks using the Session Initiation Protocol (SIP).

T&E Observations

* One test demonstrated data and video integration witatltransfers completing error-
free and streaming video maintaining high quality throughzautesting.

* Further development and T&E of integrated IPv6 voice,,catd video products is

required to adequately demonstrate this criterion.

» The DoD must agree on technical guidelines for voice, dathyideo integration.
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2.3.5 Criterion 5: Demonstrate effective operation in low-bandwidth environment

Table 2-6 2006 Reporting Year Joint Staff | Pv6 Operational Criterion 5

Level 1 Decomposition
(Capabilitiesto be
demonstr ated)

Level 1
Status

L evel 2 Decomposition
(Specific technology/infr astr uctur e/
functionality to be demonstr ated)

Level 2
Status

5.1 Same as the criterion itself.

5.1.1 Demonstrate ability to compress IPv6 headers using
Robust Header Compression (ROHC) techniques.

5.1.2 Demonstrate ability to maintain IPv6 connectivity unde
low-bandwidth conditions. (Note: Point to Point tecml will

be added to demonstrate IPv6 connectivity.)

T&E Observations

» During this reporting period the lowest bit rate tested ui$tng was 2.4 Kilobits per
second (Kbps). Testing demonstrated IPv6 traffic canab@eifectively in low-
bandwidth IPv6 native environments. However, there werfenpeance penalties at
bandwidth rates lower than 16 Kbps.

* In dual stack configuration, performance within limited bandwiihtks degraded. At

circuit speeds of 2 Megabits per second (Mbps) or highel staek configurations

produced only minor adverse effects. Below 2 Mbps, thearktshowed an appreciable
decline in throughput performance and increase in frame loss.

* Results for low-bandwidth environments varied accordingsbconfiguration.

* Further development of Robust Header Compression (R@QHLY &E within tactical
environments are required to fully demonstrate this @iter
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2.3.6 Criterion 6: Demonstrate scalability of | Pv6 networks

Table 2-7 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 6

Level 1 Decomposition

L evel 2 Decomposition

(Capabilitiesto be L,Ste‘éﬁj : (Specific technology/infr astructur e/ I_Ste;'?lusz
demonstr ated) functionality to be demonstr ated)
6.1 Demonstrate ability to add 6.1.1 Demonstrate ability to build IPv6 networks comparable in __
more network resources, size to existing IPv4 networks, with equal or better
services, and users without performance. -
negative impact on existing
users. 6.1.2 Demonstrate ability to populate IPv6 subnets with _
network elements in comparable numbers to existing IPv4
subnets, with equal or better performance. —
I:l 6.1.3 Demonstrate ability to create IPv6 multicast sessio _
whose sizes are comparable to existing IPv4 multazsgions,
with equal or better performance. —
6.1.4 Demonstrate ability to create IPv6 core serviEesg,
Directory, FTP, email, web services, NTP, and Rktigre the =
numbers of users are comparable to existing IPv4 eowrss, |
with equal or better performance.
T&E Observations
» There were no tests conducted on scalability of IPWwverls during this reporting
period.
» Development of data for network models and simulatioos)bined with T&E, is
required to adequately demonstrate this criterion.
2.3.7 Criterion 7. Demonstrate support for mobile terminals (voice, data, and video)
Table 2-8 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 7
Level 1 Decomposition L evel 2 Decomposition
g Level 1 - : Level 2
(Capabilitiesto be Status (Specific technology/infrastr uctur e/ Status

demonstrated)

functionality to be demonstrated)

7.1 Demonstrate ability to
maintain IPv6 applications on
the move.

7.1.1 Demonstrate ability to maintain an existing voiceadat
video session on the move using SIP and Mabile IPv&(g]).

7.1.2 Demonstrate ability to initiate or accept new voitsa,
or video sessions on the move using SIP and MIPV6.
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T&E Observations

Testing was conducted with operating system beta satwdowever, a client would not
establish a relationship with the Home Agent in theen It was later determined this
mobility feature is no longer supported.

Limited mobility testing was conducted this reporting peaod attempts to use IPv6
mobility were unsuccessful. Vendor implementation atumity is a serious and
systemic problem in fielding MIPv6, Network Mobility (WD), and Mobile Ad Hoc
Networking (MANET).

Development, implementation, and T&E of IPv6 mobistgndards and features are
required for mobile environments to adequately demonstratertterion.

2.3.8 Criterion 8. Demongtrate transition techniques

Table 2-9 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 8

Level 1 Decomposition
(Capabilitiesto be
demonstr ated) functionality to be demonstr ated)

L evel 2 Decomposition

Ll 1 (Specific technology/infr astr uctur e/

Status

Level 2
Status

8.1 Demonstrate DoD
recommended network
transition techniques.

8.1.1 Demonstrate feasibility of IPv4 and IPv6 network
transition techniques:
» Dual stack everywhere in an autonomous system
» Configured tunnels
» Dual Stack Transition Mechanism (DSTM)
*  Tunnel Broker.

8.2 Demonstrate DoD
recommended application
transition techniques.

8.2.1 Demonstrate the feasibility of the IPv4 and IPv6
application transition techniques:

» Stateless IP/Internet Control Message Protocol
I:l Translation (SIIT) I:l
e Bump in the Application Program Interface (BIA)
* Bump in the Stack (BIS).

T&E Observations

The following five methods of tunneling IPv6 traffic ov&v# networks were used
during T&E: manual IPv6 tunnels, automatic IPv4 compatinaels, Generic Routing
Encapsulation (GRE) tunnels, automatic 6to4 tunnels, ara 8ite Automatic Tunnel
Addressing Protocol (ISATAP) tunnels.

Some testing with tunneling IPv4 traffic over IPv6 netwatksreased throughput and
increased frame loss when compared to previous tunnelingtesttPv4 networks.
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« Common network applications and network management appeaoediaffected in a
dual stack environment.

» Tests involved dual stack and tunneling transition techniquiee.maturity of vendor
implementations resulted in successful testing ofetheEsition mechanisms.

» Dual stack transition techniques appear to create theflewible strategy to allow the
coexistence of IPv4 and IPv6 applications.

* Further development and implementation of Dual Stacksitian Mechanism (DSTM)
and application transitions techniques are required to adggdataonstrate this
criterion.

2.3.9 Criterion 9: Demonstrate ability to provide network management of networks

Table 2-10 2006 Reporting Year Joint Staff |Pv6 Operational Criterion 9

Level 1 Decomposition Level 1 L evel 2 Decomposition
(Capabilitiesto be Status (Specific technology/infrastructur e/
demonstrated) functionality to be demonstrated)

Level 2
Status

9.1 Demonstrate ability to
monitor, configure, and account
for IPv6 network resources.

9.1.1 Demonstrate that Network Management Systems (NMS) ==
commonly used by the DoD can monitor IPv6 devices.

9.1.2 Demonstrate that NMS commonly used by the DoD dan =
I:l configure IPv6 devices.

9.1.3 Demonstrate that IPv6 devices can be accounted by -
NMS commonly used by the DoD.

T&E Observations
* The scope of the testing was insufficient to providectusive results.

* Results from testing have uncovered many major drawliadis/6 implementation of
Network Management Systems (NMS). These drawbacksl@adimited support for
Simple Network Management Protocol (SNMP) in operatirggesys and networking
devices.

* Astested, the Command and Control Resource Manage&ystem (C2RMS) could

effectively monitor resources for status via IPv6 deemping monitor and an IPv6
oriented SNMP monitor.
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* Further development and T&E of IPv6 capable network managetools and systems
are required to adequately demonstrate this criterion.

2.3.10 Criterion 10: Demonstrate tactical deployability and ad hoc networking

Table 2-11 2006 Reporting Year Joint Staff 1Pv6 Operational Criterion 10

Level 1 Decomposition
(Capabilitiesto be
demonstrated)

Level 1
Status

L evel 2 Decomposition
(Specific technology/infrastr uctur e/
functionality to be demonstrated)

Level 2
Status

10.1 Demonstrate ability to
move IPv6 networks as a
whole, without
reconfiguration.

10.1.1 Demonstrate the ability to move networks to other
locations while maintaining connectivity via the oridiifav6
addresses, using Network Mobility (NEMO).

10.1.2 Demonstrate ability to move network elements beiot
locations while maintaining connectivity via the oridiifav6
addresses, using MIPV6.

10.2 Demonstrate ability to
support IPv6 networking
without fixed router
infrastructure.

10.2.1 Demonstrate ability of IPv6 hosts to forward packets

from peers, while on the move, using Mobile Ad hoc

D

Networks (MANET) routing protocols.

T&E Observations

* In testing the Warfighter Information Network-Tacti¢#/IN-T) prototype, IPv6 was
tactically deployed throughout the WIN-T test netwoBimulated IPv6 voice, data, and
video traffic were sent through the network. Althoughdbemunications success rate
was low, other factors heavily influenced this low peraget

» Significantly more work remains for testing the taamtideployability and ad hoc
networking capabilities of IPv6.

* Further development, vendor implementation, and T&EIbfv6, NEMO, and MANET
are required to adequately demonstrate this criterion.
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2.4 1Pv6 Interoperability and I nformation Assurance Certificationsfor the
DoD Approved Products List

24.1 Interoperability Certifications

Requirements for interoperability certifications fov@are derived from the DISR and from the
DISR IPv6 Standard Profiles for IPv6 Capable Products. gubiese requirements, DISA
(JITC) has developed the DoD IPv6 GTP and associatedppdiess to certify vendor products
as IPv6 capable. Products that are on the schedulev@iriteroperability certification this year
can be found on the APL website: http://jitc.thu.disidladv_ip/register/register.html.

2.4.2 Information Assurance Certifications

DISA is responsible for developing processes, procedurdgeahnical standards for IPv6 I1A
testing. Responsibilities include documenting the systesiom, environment, and
architecture, identifying vulnerabilities, defining levels &bd, and documenting the security
requirements needed for IPv6 IA certification. Procgsgeocedures, and technical standards
are to be developed.
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3 Conclusions

The following conclusions are based upon reviewing andrateg the results of the 19
FY 2006 test reports. The DoD has made progress in IPv6 Ffwever, further work is
required. The conclusions are summarized accordingetddint Staff IPv6 operational criteria.

Criterion 1: Demonstrate security of unclassified network operations, classified network
operations, black backbone operations, integration of HAIPE, integration of 1 PSec, and
integration with firewalls and intrusion detection systems.

The IPv6 extension headers for IPSec have been sudéegsided with Public Key
Infrastructure (PKI) certificates and secure end-to-@mdrounications have been
demonstrated.

Security functions of routers (vulnerability scanning, suppf SSH, secure
management, password protection, and product integrity) eeue successfully tested
on routers selected for implementation.

Access Control Lists for IPv6 routers and firewaleé been successfully demonstrated.

No testing of HAIPE devices was performed. The Nati@saurity Agency (NSA) has
developed technical specifications for HAIPE (versionBgchnical analysis of the
specifications was performed and recommendations weredpotd NSA. HAIPE T&E
by NSA requires the delivery of version 3 prototypes.

IPv6 packet inspection by firewalls has not been demdastral &E will occur when
firewall vendors produce IPv6 capable products.

IDS have not been tested. T&E will occur when IR®dors produce IPv6 capable
products.

IA certification and accreditation of IPv6 products apstems have not been
accomplished.

Criterion 2. Demonstrate end-to-end interoperability in a mixed |Pv4 and 1 Pv6
environment.

Numerous tests were performed that analyzed the penfieerand interoperability of
IPv6 implementations in hosts and routers. The tesidlthe tests varied, depending on
the router and its operating system. Newer routat®gaerating systems support the
basic IPv6 features but require further development tefg@ioD IPv6 capable
requirements.
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The following features were successfully demonstratednmxed 1Pv4 and IPv6
environment:

0 Stateless autoconfiguration

o] IPv6 routing protocols [Open Shortest Path First ver8ig@SPFv3) and Border
Gateway Protocol 4+(BGP4+)]

o] Internet control messages [Internet Control Messag®é€vl version 6
(ICMPV6)]

o] Common network applications (HTTP, SMTP, and FTP)
o] Network services [DNS/Berkeley Internet Name Doma{BIND 9) and
Network Time Protocol (NTP)].

IPv6 mobility and multicasting features experienced problartise beta version of the
operating system tested.

Interoperability of IPv4 and IPv6 applications in mixed eowments was demonstrated.
The performance of the applications was on par with by networks compared with
IPv4 and IPv6 mixed environments.

Criterion 3: Demonstrate equivalent to, or better performance than 1Pv4 based networks.

Several high-end Layer 3 Ethernet switches and somtens deliver IPv4 and IPv6
performance parity. Software implementations of IPager 3 Ethernet switches
demonstrate lower performance when using IPv6 than when Usmg |

The lack of IPv6 capable satellite IP modems and actetsrprevents deployment in a
manner equivalent to IPv4. Overall, the current sthtBwb used in tactical networks is
immature and needs additional development and T&E &gferformance comparisons
can be made with IPv4.

Bandwidth constrained IPv6 links, with bandwidths higher tt&iKbps, demonstrate
parity with IPv4.

Criterion 4: Demonstrate voice, data, and video integration.

Limited testing of voice, data, and video integration pasormed using a voice/video
emulation test tool with routers from a single vend®he routers operated properly in
interpreting the IPv6 DiffServ code points and provided #agiired quality of service.

Further development and T&E is required to adequately dstnate integration of voice,
data, and video on IPv6 networks.

UNCLASSIFIED 20



Criterion 5: Demonstrate effective operation in low-bandwidth environment.

* Test results for low-bandwidth environments were notkmive. Conclusions drawn
from two test reports were contradictory and indichét further testing is needed.

* Bandwidth constrained links with bandwidths higher than 16skdyp not negatively
affected using native IPv6 in comparison to IPv4 over éimeesnetwork. For bit rates
below 16 Kbps, IPv6 throughput was much lower than IPv4.

» Use of dual stack techniques appeared to degrade performahckstelow 2 Mbps.
IPv6 parity with IPv4 was demonstrated using dual stacktgels with links above
2 Mbps.

Criterion 6: Demonstrate scalability of | Pv6 networks.

* No scalability analysis of IPv6 networks has been pevéal, as there is currently
insufficient data to populate network models and simuiatio

Criterion 7: Demonstrate support for mobile terminals (voice, data, and video).

» Limited mobility testing was conducted this reporting period attempts to use IPv6
mobility were unsuccessful. Immature vendor implent@ma are a serious and
systemic problem in fielding MIPv6, NEMO, and MANET.

Criterion 8. Demonstratetranstion techniques.

* Five transition mechanisms are recommended: dual stattkr{\ost OS and network
devices), manual configured tunnel, automatic tunneling, Agmicdayer Gateway
(ALG), and Stateless IP/ICMP Translation (SIIT).

» Dual stack transition techniques appear to create thefiewible strategy to allow
coexistence of IPv4 and IPv6 applications.

Criterion 9: Demonstrate ability to provide network management of networks.

» Testing shows that IPv6 network management tools haveilmggemented to a limited
extent. More development of IPv6 network managenuais tand T&E is required to
demonstrate this criterion.

» The Government Off The Shelf (GOTS) network manageneeh C2RMS, as modified
by the Air Force, resulted in important lessons learndgdansitioning applications to
IPV6.
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» Ofthe routers and switches tested, the majority didsapport the SNMPv3
Management Information Base (MIB).

Criterion 10: Demonstrate tactical deployability and ad hoc networking.

» Simplified Multicast Forwarding (SMF) T&E indicates tHarther development is
required to support MANET multicasting.

* The WIN-T prototype nodes demonstrated IPv6 connectivity emtbve and at the halt.

» Significantly more work remains for T&E of the taeticdeployability and ad hoc
networking capabilities of IPv6.
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4 Recommendations

Since IPv4 and IPv6 devices are expected to co-exist foe sione, thorough testing of
interoperability, security, and performance is key fsmmoth transition to IPv6. Several issues
need to be resolved before IPv6 is implemented in Detiyarks. Areas requiring further
emphasis are:

Commercial development and T&E is required for IPSecsamturity devices such as
firewalls, IDS, HAIPE, and other network security appdias (Criterion 1)

T&E is required to adequately demonstrate network and apphdateroperability in
mixed IPv4 and IPv6 environmentfCriterion 2)

Development and T&E is required for ASIC-based IPv@ersuand Layer 3 switches to
adequately demonstrate IPv6 performance equivalent totter tean, IPv4.
(Criterion 3)

Development and T&E of integrated IPv6 voice, data,\ateo products is required.
The DoD must also agree on technical guidelines for iategr of voice, data, and
video. (Criterion 4)

Development of ROHC and T&E for use within tactical eowments is required.
(Criterion 5)

Development of data for network models and simulatioosbined with T&E, is
required to adequately demonstrate scalabiliGriterion 6)

Development, implementation, and T&E of IPv6 mobistgndards and features are
required for mobile environment$Criterion 7)

Development and implementation of DSTM and applicatiiansition techniques are
required. (Criterion 8)

Development and T&E of IPv6 capable network managetoerfs and systems are
required. (Criterion 9)

Development, vendor implementation, and T&E of MIPNEMO, and MANET are
required. (Criterion 10)
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S5 Summary

IPv6 protocols and products, critical to the IPv6 transitar the DoD, are still under
development. The availability of IPv6 capable commépriaducts, that meet the DoD'’s
performance, interoperability, and IA requirements, iooieis to be key to the transition. Pacing
items for T&E and subsequent implementation of IPv6 actios DoD include: HAIPE devices,
network management systems, firewall appliances, iotnudetection/prevention systems, PKI
implementation, and key distribution systems. T&E apdrational deployment of IPv6
capabilities may be delayed until the critical equipnasmt devices are commercially available.

Test and evaluation of interoperability (Criterion 2yl aetwork transition techniques

(Criterion 8) have progressed sufficiently to allow ukthe base protocol and the major
transition mechanisms (dual stack and tunneling) to suppatieraesting in more operationally
realistic environments. Elements of Criteria 2 and &t been completely demonstrated, but
have matured to form the basis for further testing ibérga such as security (Criterion 1),
performance (Criterion 3), and voice, data, and videzgnattion (Criterion 4). Development of
IPv6 capabilities for other criteria [low-bandwidth opemat(Criterion 5), scalability (Criterion

6), and tactical deployability and ad hoc networking (CotetiO)] is still immature. As a result,
there has been limited T&E in these areas. Moveldpment and T&E directed at these criteria
is needed to improve the current “red” status ratingsaloler2-1.

Although the Joint Staff IPv6 operational criteria devicapabilities into separate categories,
many of the functional capabilities required for onéecion have a significant impact on others.
As a result, integrated T&E will be required. T&E officient breadth and scope to address the
performance and scalability of IPv6 in multi-vendomwtks, of the size that the DoD employs,
needs to be conducted. Further, all IPv6 capabilitrefyding the relatively mature areas of
interoperability and transition techniques, will need tadsted in conjunction with IPv6 security
solutions once developed. This integrated T&E is neededstoe that performance in secure
environments, using these IPv6 solutions, still meets thesusperational requirements.
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Appendix B. Termsand Definitions

Approved ProductsList (APL): A registry of products tested by DISA (JITC), or other
DoD entities, and validated as IPv6 capable by DISA (JITC)

Demonstration: The use of controlled laboratory test environmenigetdy the results of
experiments in a more complex network environment.

DoD Components: The Office of the Secretary of Defense, Milit&gpartments,
Chairman of the Joint Chiefs of Staff, Combatant Camas, Office of the Inspector
General of the Department of Defense, Defense Agerid@d Field Activities, and all other
organizational entities in the Department of Defense.

Engineering Analysis: The use of analytical techniques to predict the com@ianthe
design based on system modeling and calculated or derived data

Exercise. A simulated peacetime or wartime operation involving B@d@nponents in a mix
of live and M&S environments.

Experiment: The use of controlled laboratory test environmentsdgegtechnical
principles and/or collect detailed data.

Field Test: The use of operational network test environments euttirolled and
uncontrolled user traffic to verify that the Jointf6tBv6 operational criteria are being met.

IPv6 capable: An IPv6 capable system or product shall be capable (Bwednabled) of
receiving, processing, and forwarding IPv6 packets and/afanteg with other systems and
protocols in a manner similar to that of IPv4.

IPv6 Generic Test Plan (IPv6 GTP): A plan developed to specify interoperability and
performance procedures that IPv6 products must successiuilyiete in order to be
certified for interoperability by DISA (JITC).
http://jitc.fhu.disa.mil/adv_ip/register/reqgister.html

Joint Staff | Pv6 operational criteria: Criteria that must be successfully demonstrated to
support a decision to initiate DoD transition to IPv6 atehtify key operational and
technical capabilities at a high level.

Milestone Objective 1 (MO1): DoD Components are authorized to implement and operate
IPv6 within an enclave. At MO1, the evaluation of the@rotocol is sufficient, and the
policy, procedures, and technical guidance have been deddlmpethorize DoD
Components to operate in a single network domain oaea@nvironment within

operational networks. The single domain or enclave regjsirict access controls be
maintained under a single administrative authority foaihd security policy. Information

flow will be tightly controlled to prevent IPv6 packdtsm entering or leaving the domain.
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The border device shall not translate nor permit @uesit of native or tunneled IPv6 packets.
MO1 allows the use, familiarization, and testing ofdRwotocol and applications to
ascertain issues and derive migration strategies fonéwmisprotocol. MO1 was authorized
as of October 1, 2005.

Mixed IPv4 and I Pv6 environment: A mixed IPv4 and IPv6 environment includes the
situations of tunneling IPv4 over IPv6 native network, tlingdPv6 over an IPv4 native
network, providing protocol translation at various poiatg] dual stack operation.

Modeling and Simulation (M& S): The use of computer modeling and simulations to
predict system performance based on key technical pexfmerelements.

Pilot: The use of a controlled, live network in accordancé e DoD CIO policy and
guidance to demonstrate performance in a more realisticoanvent than a laboratory.
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Appendix C.

AAA
ACL
AD
ADNS
AES
AFB
AFCA/IN
AFRL
AFSN
AH
ALG
API
APL
ASD
ASIC
ATEC
ATH

BGP
BIA
BIND
BIS

C2
C2RMS
CA4ISR

CERDEC

CIO
COTS
CPU
CSR
CT

DHCP
DHCPv6
DiffServ
DISA
DISR
DITO
DNS
DoD

Acronym List

Authorization, Authentication, and Accounting
Access Control List

Active Directory

Automated Digital Network System
Advanced Encryption Standard

Air Force Base

Air Force Communications Agency Integration EHregring
Air Force Research Laboratory

Air Force Systems Networking
Authentication Header

Application Layer Gateway

Application Programming Interface

Approved Products List

Assistant Secretary of Defense
Application-Specific Integrated Circuit

Army Test and Evaluation Command

At The Halt

Border Gateway Protocol

Bump in the Application Programming Interface
Berkeley Internet Name Domain

Bump in the stack

Command and Control

Command and Control Resource Management System
Command, Control, Communications, and Computegdligence,
Surveillance, and Reconnaissance
Communications-Electronics Research, Developraed
Engineering Center

Chief Information Officer

Commercial Off The Shelf

Computer Processor Unit

Communications Success Rate

Cipher Text

Dynamic Host Configuration Protocol

Dynamic Host Configuration Protocol Version 6
Differentiated Services

Defense Information Systems Agency

DoD IT Standards Registry

DoD IPv6 Transition Office

Domain Name System

Department of Defense
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DPD
DSCP
DSTM
DT/OT
DUT

EPLRS
ESP

FALCON
FTP
FY

GIG
GOTS
GRE
GTP

HAIPE
HP
HTTP
HTTPS

I3MP

1A

ICE
ICMP
ICMPv6
IDM
IDS
IETF
IKE
IM-PEPD
I0S

IP
IPSec
IPv4
IPv6
ISATAP
IT

JITC
JUICE

Kbps

Duplicate Packet Detection
Differentiated Service Code Point
Dual Stack Transition Mechanism
Development Test/Operational Test
Device Under Test

Enhanced Position Location Reporting System
Encapsulating Security Payload

Forward Area Lightweight Communications Node
File Transfer Protocol
Fiscal Year

Global Information Grid
Government Off The Shelf
Generic Routing Encapsulation
Generic Test Plan

High Assurance Internet Protocol Encryptor
Hewlett Packard

Hypertext Transfer Protocol

Hypertext Transfer Protocol Secure

Installation Information Infrastructure Modernizatiérogram
Information Assurance

IPv6 Capable Exercise

Internet Control Message Protocol

Internet Control Message Protocol Version 6
Information Dissemination Management
Intrusion Detection System

Internet Engineering Task Force

Internet Key Exchange

Implicit Peer Enclave Prefix Discovery prodd
Inter-network Operating System

Internet Protocol

IP Security

Internet Protocol Version 4

Internet Protocol Version 6

Intra-site automatic tunnel addressing protocol
Information Technology

Joint Interoperability Test Command
Joint User Interoperability Communications Ex&ci

Kilobits per second
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LCS

M&S
MANET
Mbps
MIB
MIPv6
MLD
MO1
MTP

NAT
NEMO
NETTION
NIC

NIl

NM
NMINIT-6
NMS
NNM
NSA

NTP

(0K
OSPF
OSPFv2
OSPFv3

PIM
PIM-SM
PKI
POP3
PPP

PT

QFY
QoS

RFC
RIPng
ROHC
RSVP
RTP
RTSP

Live Communications Server

Modeling and Simulation

Mobile Ad hoc Networks
Megabits per second
Management Information Base
Mobile Internet Protocol Version 6
Multicast Listener Discovery
Milestone Objective 1

Master Test Plan

Network Address Translation

Network Mobility

Network Testing and Operational Environment
Network Card

Networks and Information Integration
Network Management

Network Management Initiative for IPv6
Network Management Systems
Network Node Manager

National Security Agency

Network Time Protocol

Operating System

Open Shortest Path First

Open Shortest Path First Version 2
Open Shortest Path First Version 3

Protocol Independent Multicast

Protocol Independent Multicast — Sparse Mode
Public Key Infrastructure

Post Office Protocol Version 3

Point-to-Point Protocol

Plain Text

Quarter Fiscal Year
Quiality of Service

Requests for Comment

Routing Information Protocol Next Generation
Robust Header Compression

Resource Reservation Protocol

Real Time Protocol

Real Time Streaming Protocol

UNCLASSIFIED 30



SIHT

SIP

SMF
SMTP
SNMP
SPAWAR
SSH

T&E
TCP
TEWG
TIC

UbDP
URL
USAISEC

VECP
VMW
VolP
VPN
VTC

WAN
WIN-T
WWW

Stateless IP/Internet Control Message Protocah3lation
Session Initiation Protocol

Simplified Multicast Forwarding

Simple Mail Transfer Protocol

Simple Network Management Protocol

Space and Naval Warfare Systems

Secure Shell

Test and Evaluation

Transmission Control Protocol

Test and Evaluation Working Group
Technology Integration Center

User Datagram Protocol
Uniform Resource Locator
U.S. Army Information Systems Engineering Canah

Virtual Encryptor Configuration Protocol
Virtual Machine Ware

Voice over IP

Virtual Private Network

Video Teleconference

Wide Area Network

Warfighter Information Network-Tactical
World Wide Web
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Appendix D. DoD IPv6 2006 Test Report Summaries

This appendix provides summaries for the 19 IPv6 T&E reploatsDoD Components submitted
for this year. The applicability of each report to tbmtIStaff IPv6 operational criteria is
summarized in Table D-1 on the next page. The alphamuigesignator that precedes each
report title in this table corresponds to the section numbehe appendix that summarizes the
report. Each report summary is comprised of the followight elements: title, testing
organization and publication date, summary, T&E methodyaalt Joint Staff IPv6 operational
criteria (including Level 1 and 2 decomposition relevancghfiguration, results, and
conclusions/recommendations.
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Table D-1 2006 Test Reportsand Related Operational Criteria

Section

Joint Staff | Pv6 O

per ational Criteria

Test Report Title

1]2]3]4]5]|6]7]8]9]10
D.1 Addendum to the NMINIT-6 Effort X
D.2 Air Force Participation In Moonv6, Phase |V X | X X
D.3 IPv6 Study Final Report X | X X
D.4 Network Management-Initiative For IPv6 X | X
D5 System Assessment for the Warfighter X X X
' Information Network-Tactical (WIN-T)
Internet Protocol Version 6 Product
D.6 Capabilities Assessment Report XX X
D.7 Forward Area Lightweight Communication$ X X
' Node Assessment Report
Joint User Interoperability Communications
D.8 Exercise 2005 Internet Protocol Version 6 X | X X | X
Assessment Report Annex
Milestone Objective 1 Implementation
D.9 Report X X X
Capabilities and Lessons Learned from IPy6
D.10 | Migration of the Command and Control X
Resource Management System (C2RMS)
Internet Protocol Version 4 (IPv4) to IPv6
D.11 | Transition Mechanisms for Tactical X X
Networks
D.12 Mile_stone Objective 1 Internet Protocol X
' version 6 Capable Evaluation Base, Control
Milestone Objective 1 Internet Protocol
D.13 | version 6 Capable Evaluation Base, X X
Transition Mechanisms, Applications
Milestone Objective 1 Internet Protocol
D.14 | version 6 Capable Evaluation Information | X
Assurance
D.15 2005 Ethernet Switch Comparison Report X | X X
ADNS HAIPE Interface Requirements
D.16 | (Including IM-PEPD, VECP and Route X
redistribution)
Simplified Multicast Forwarding for
D.17 MANET X
Special Interoperability Test Certification of
the Hewlett Packard Laser Jet 2420d Printer
D.18 with Jetdirect Card for Internet Protocol XXX X
Version 6 (IPv6) Capability
D.19 IPv6 Transitioning: Not Ready For Prime x| X X
Time
Total Test Reportsby Joint Staff 1Pv6 5 13 6 0 2 11 4 2

Operational Criteria
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D.1 Addendum tothe NMINIT-6 Effort
Testing Organization and Publication Date

Air Force Research Laboratory (AFRL) Rome Reseaiteh S
January 2006

Summary

This report documents the results of additional testrthpe Network Management Initiative for
IPv6 (NMINIT-6) effort. Testing was conducted from Nonber 2005 to January 2006 at the
Rome Research Site, New York. The purpose was tondiegthe interaction/relationship
between the IPv6-enabled router and the IPv6-enabledaletwode Manager (NNM) software
in a dual stack environment.

Test and Evaluation Method

Experiment

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
9(9.1,9.1.1, 9.1.3)

Configuration

A Cisco 2621XM router, Internetwork Operating System (I0&3(14)T3, with an IPv4 and
IPv6 addressed interface, was networked to the same AoemNetwork as the server running

Hewlett Packard (HP) Openview’s NNM version 7.5 usedhéndriginal effort.

Reaults

» Cisco and HP do not use (by default) similar Messagertd#ton Base(s) (MIBs)
regarding IPv6 parameters.

» Cisco does not support the generic IPv6 RFC known asZ@BE (from which the IPv6
forwarding request is derived from) and will likely not bgplemented in the near future.

* IPv6 MIBs are implemented by Cisco based upon the “dpafjwg-rfc2096-update-
00.txt” and “draft-ietf-ipngwg-rfc2011-update-00.txt” documentd asually created
under the Cisco enterprise branch (1.3.6.1.4.1.9) of tleetoidjtree hierarchy.

» Cisco supports the following eight MIBs:
0 CISCO-CONFIG-COPY-MIB
o ENTITY-MIB
0 CISCO-FLASH-MIB
0 NOTIFICATION-LOG-MIB
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CISCO-CONFIG-MAN-MIB
CISCO-DATA-COLLECTION-MIB
SNMP-TARGET-MIB
CISCO-SNMP-TARGET-EXT-MIB.

© O O0O0

* However, five of the eight MIBs did not contain IP\éarences; the three that did have
IPv6 references were in the (Cisco 2621XM) 10S under test.

Conclusons'Recommendations

More testing is needed in the area of IPv6 network mamage The knowledge of new MIBs
within an 10S version is misleading. One way to findigssis to poll from the management
server to the device running the 10S using IPv6 desired parandtkis action can keep MIBs
up to date. A newer version of IOS may also be neexletithin MIBs that are not in that
current version of code. It is recommended that Dohbee specific with vendors concerning
network management MIBs.
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D.2  Air ForceParticipation In M oonv6, Phase IV
Testing Organization and Publication Date

Air Force Communications Agency Integration Engineerimg®orate (AFCA/EN), Scott Air
Force Base, lllinois
January 2006

Summary

This report documents the results of the Air Forcefsigpation in Moonv6, Phase IV. Testing
was conducted from 24 October to 18 November 2005. This testefd primarily on testing to
the draft DoD IPv6 GTP. Conformance and performandegesf IPv6 hardware and software
were evaluated in AFCA/EN'’s participation in Moonv6, §dV.

Test and Evaluation M ethod
Exercise
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

2(2.1,2.2,2.3)
3(3.1,3.2,3.3,3.4,3.1.1, 3.2.1,3.3.1, 3.4.1, 3.4.2)
8(8.1,8.1.1)

Configuration

The Air Force used the Defense Satellite Communicat®ervice to connect to JITC-Fort
Huachuca, Arizona during the Moonv6 exercise. Equipmehided:

» Cisco 3725 Router — 10S version 12.4(3) with the Advancedrfnse Services feature
pack

» Cisco 7206 VXR Router — 10S 12.3(14)T5

* Cisco 2621 XM Router — 10S 12.3(16) with Advanced Enterprisei&ss feature pack

» Cisco 3650 Switch

* Microsoft Windows Server 2003

* Microsoft Windows XP Workstation

» Spirent SmartBits 600.
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Results
Conformance

The following tests were conducted and recorded during Moom&eRV. Equipment used in
each test was optimized prior to test in order to nieetxia and Spirent test scripts.

» Cisco 7206 VXR Router was tested to comply with IPv6 stalsdfer features such as
Extension Headers, Neighbor Discovery, Path Maximuam3mission Unit Discovery,
Internet Control Message Protocol version 6, IPv6 ®sdeAddress Autoconfiguration,
connection of IPv6 domains via IPv4 clouds, Jumbograms, dearthaggregatable
global unicast address. Three separate configuratiortsvanoperator intervention
scenarios were run for each standard. The Cisco 7206d#KRbt pass 100 percent of
any tested feature.

 ACisco 2621 XM Router was tested to meet IPv4 IPSeclatds by running test suites
that included IPSEC AH, Internet Key Exchange (IKE), Bff8lec ESP. The Cisco 2621
XM did not pass 100 percent of the requirements of any test.

Performance

Performance features tested included four separate conitnga The list below identifies all
the tested configurations and their results.

» IPv4 traffic only - Average recorded throughput was 17 megpeitsecond (Mbps), 118
microseconds (usec) of latency, and 49 usec of jitter.

» Dual stack (IPv4 —only traffic) - Average throughput recorded 7 Mbps, 119 usec of
latency, and 50 usec of jitter.

» Dual stack (50 percent IPv4 traffic and 50 percent IPv6 t)affiAverage recorded
throughput was 14 Mbps, 130 usec of latency, and 50 usec of jitte

* Dual stack (IPv6-only traffic) — Average recorded throughpag 13.5 Mbps, 140 usec
of latency: no jitter statistics were recorded.

Conclusons'Recommendations

Based on the Air Force’s participation during Moonv6, P¥séhe tested commercial products
are unable to meet all the conformance and performagcgrements. The inability to meet all
standards are partly due to vendor interpretation of #melatds. Continued work to improve
dual stack and IPv6 traffic handling is indicated by theselt® Identifying critical
interoperability and functional requirements to develop@propriate IPv6 capable definition
for procurement of commercial products will assist tie®3 transition to IPv6.
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D.3 IPv6 Study Final Report
Testing Organization and Publication Date

Air Force Systems Networking (AFSN), Headquarters Omeratand Sustainment Systems
Group, Maxwell AFB-Gunter Annex, Alabama
25 January 2006

Summary

The AFSN Program Office conducted a study on the eftdaising IPv6 on standard network
equipment utilized to provide Wide Area Network (WAN) coctingty on the Unclassified-But-
Sensitive IP Router Network and Secret IP Router Nétwail testing was conducted at the
Test and Integration Facility at Maxwell Air ForcedeaAFB)-Gunter Annex, AL. The test
simulated three AFBs passing traffic over a simulatE9®DNAN. The AFSN testing primarily
focused on three areas: dual stacking (IPv4 and IPv6),lingpiiboth IPv6 within IPv4 and
IPv4 within IPv6), and the effect of running IPv6 over leditbandwidth circuits. The purpose
of this study was to determine the impact of implemerifw§ in existing Air Force networks,
as well as in future Air Force networks.

Test and Evaluation M ethod

Modeling and Simulation

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
2(2.1,2.2,2.3)

3(3.1,3.2,3.1.1,3.2.1)

5(5.1,5.1.1)

8(8.1,8.1.1)

Configuration

Equipment involved in this testing includes Cisco 3700, 3600, 26@07200 series routers
running 10S 12.4 and Spirent SmartBits test equipment within lssthek environment.

Results

Dual Sack

As the most likely implementation for the Air Forciial stack enables legacy (IPv4) devices to
communicate within an IPv6 environment. Equipment involwetthis testing included Cisco
3700, 3600, 2600, and 7200 series routers. However, the sroaliersr(3600 and 2600)

limited the amount of testing that could be conducted, dtleiolack of available memory. All
testing used Spirent SmartBits automated test tool to @engaffic and record results.
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The following list conveys the test results:

» Some significant losses were shown during testing (45 peoeerall for throughput and
frame loss). This represented an increase in logpmbximately 17 percent over initial
baseline testing. However, there was no significaferdihce in the loss numbers
between IPv4 traffic flows and IPv6 traffic flows.

* Limited bandwidth paths showed more sensitivity to loss dukial stack
implementation than larger bandwidth paths.

Tunneling

The test team evaluated passing IPv4 traffic over newlyeimented IPv6 networks. This can
occur where some enclaves of IPv4 traffic still exist ean’t immediately upgrade to IPv6,
while other parts of the WAN have been converted to Bldiessing. This test used the
following two examples to assess tunneling.

* |IPv6 traffic over IPv4 network No significant losses of traffic were caused by thislen
of tunneling. A slight increase in loss (approximatelyp28cent to 34 percent for IPv6
traffic tunneled) compared to the initial baseline test regorded. Furthermore, there
was only a small increase in loss when comparing thequeViPv6 baseline to tunneling
(from 33 percent in the IPv6 baseline test to approximatepeBdent loss overall in the
tunneling test). This was apparent in both throughput anteffass tests.

» |Pv4 traffic over IPv6 network - Increase in bothotlghput loss and frame loss in this
tunneling test was noted when compared to the previous tngrest over IPv4
networks. Even though only one IPv6 tunnel was impleetkbsses increased from the
previous tunneling test from about 34 percent to roughly 50 percerdlbloss.

Limited Bandwidth

Testing limited bandwidth circuits are extremely benefifor tactically deployed Air Force
units, Navy ships at sea, and other units or agencies uoadipport large bandwidth links.

This portion of testing evaluated limited bandwidth circuggg IPv6 addressing. AFSN varied
data rates from 1200 bits per second (bps) up to 1.28 Megabitcpad g&1bps) for testing.

The results are listed below:

» As bandwidth was reduced towards 1200 bps, throughput decreased$bzdno in
these limited bandwidth paths.

* The use of the dual stack configuration in some testsestemtdegrade performance
within limited bandwidth links. At circuit speeds of 2 Mbmshigher dual stack
configurations produced only minor effects. Below 2 Mbpsn#igork showed an
appreciable decline in throughput and increase in frame loss.
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» Overall losses approximately 55 percent were routinedy s@ circuits under 38.4 Kbps,
with consistent losses approaching 100 percent on theditgtedwidth paths.

* Losses only slightly decreased for circuits above 3&gdsK

Losses decreased by a couple percent for 56 Kbps circditnather couple percent for 64
Kbps circuits. With 1.28 Mbps circuits, losses droppedaifstant 5 percent.

Conclusons'Recommendations

This study examined several possible IPv6 implementaféred stacking, tunneling IPv6 traffic
over IPv4 networks, tunneling IPv4 traffic over IPv6 netwosdks] limited bandwidth). The
configurations used were somewhat limited in scope (ondethase architectures were used,
with limited traffic flowing between bases) and notfalets of possible future implementations
were observed (dual stack Access Control Lists, Vifumiate Network (VPN) tunnels using
IPv6, Border Gateway Protocol, and Open Shortest PahMiotocol, etc.). The results of the
study made some basic conclusions on possible impactplofyahg IPv6 in current and future
Air Force networks, such as selecting the proper I0O& fouter. This allows the device to
support all the features given in an IPv6 network. Mem@hning IPv6 traffic over the network
did increase throughput and frame loss. Comparing theseduhe IPv4 baseline and IPv6
baseline tests shows a 5-6 percent increase in througigpértaane loss. The only configuration
that perhaps causes reason for alarm is the use oliméed bandwidth circuits.
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D.4 Network Management-Initiative For | Pv6
Testing Organization and Publication Date

AFRL Rome Research Site
September 2005

Summary

This report documents the results of testing Network gameent capabilities in an IPv4, IPv6,
and dual stack environment. Testing was conducted from M&gptember 2005, at the Rome
Research Site. The Network Management Initiative Rw6I(NM-INIT6) effort encompassed
designing and implementing a dual stack test bed and evajudit tools to determine whether
effective/equivalent NM could be performed. This effedtéd applications/clients running
IPv4-only, IPv6-only, and/or both, Commercial Off TheeBCOTS), and GOTS NM
applications and protocols. The following section presessisits, analysis, and a conclusion on
all conducted testing. Three primary foci of this effodluded testing functionality, scalability,
and C2RMS transitions.

Test and Evaluation M ethod
Experiment
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

8 (8.1, 8.1.1)
9(9.1, 9.1.3)

Configuration

The test bed consisted of HP Openview’s Network Node hytmeersion 7.5, VMWare ESX
Server, a hub, and a sniffer used to monitor packets. tyveaht virtual machines were also
created from the VMWare ESX Server to represent an ateequanber of managed, critical
machines at a given DoD site. The test bed clientse weginally loaded with Windows XP
Operating System. However, due to Window XP’s inabibtyecognize a general IPv6 MIB,
test bed clients were changed to Windows 2003 Server.
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Results

Functionality

The NM-INIT6 effort assessed functionality and scalgbdf NM tools. The NM tools were not
compared against each other during testing, but verified thdivtool performance in a dual

stack environment.

» Compared to similar IPv4 requests, three to five times mata exists on the wire for
IPv6 MIB requests.

* A larger number of clients likely results in a highergesaf available bandwidth by
network management traffic, thus slowing mission esskstdta.

* No conclusive evidence exists as to whether IPv6 netmarkagement will be harmful.

* Knowing what is being requested via SNMP can reduce tia#uts.

» Computer Processor Units (CPUs) affect NM performante Wwv4 and IPV6.
ConclusiongRecommendations
Based on AFRL’s NMINIT-6 effort, continuous NM testirggriecessary to ensure future NM
products effectively make full use of IPv6. Preliminaggults have not found major drawbacks
to IPv6 implementation, but planning and network knowledge ssistaa network manager to

maintain a fully functional and scalable IPv6 netwohkitial assessments indicate that network
management tools must be further developed in order tosuiport IPv6 capabilities.

UNCLASSIFIED 42



D.5 System Assessment for the Warfighter Information Network-Tactical
(WIN-T)

Testing Organization and Publication Date

Army Test and Evaluation Command (ATEC)
March 2006

Summary

As the replacement for the current Mobile Subscriber figent and Tri-Services Tactical
Communications Program systems, WIN-T will be the fitirmy communications backbone
architecture for years to come. From 3 to 18 November 2@0/grt Huachuca, Arizona, and
Fort Monmouth, New Jersey, ATEC evaluated automated IBi@ vdata, and video traffic
through the WIN-T Developmental Test/Operational TB3/QT) network.

Test and Evaluation Method (relevant Level 1 and 2 decomposition items)

Field Test

Joint Staff IPv6 Operational Criteria Tested

2(2.1,2.2,2.3,2.1.1,22.1, 2.3.1)

4(4.1,4.1.1)

7(7.1,7.1.1,7.1.2)

10 (10.1.1)

Configuration

The Voice/Video Emulation Test Tool instrumentatiod &ETTION were placed throughout

the entire WIN-T DT/OT network at various systemsghmi the test network. Devices within the
test network included:

» Cisco 3745,3725 Routers — 10S 12.3(11T)

» Cisco PIX 525 Firewall — 10S 6.3(4)
Results
The result of IPv6 testing is presented by a Communicaaiccess Rate (CSR). The CSR was
calculated by dividing the number of communications cotadl®y the total number of

communications sent. Data collection from 15 runseskas the basis for the CSR assessment.
Category 1 through 4 messages were sent throughout theassissment.
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The following list explains the definition of the categs:
e Category 1 (survival information) communications <=5 sdson
» Category 2 (time-sensitive) communications < 8 seconds.
» Category 3 (routine) communications < 30 seconds.
» Category 4 (non-time sensitive) communications < 15 minutes.
The following list is the specific results for all IPtr@éffic sent during the assessment:

* At The Halt (ATH) excursions of communication Categofe8, and 4, the data
message CSR was 82 percent.

* The CSR estimates for the eight excursions with msofge communication Categories 2,
3, and 4, the data message CSR was only 65 percent, sigthyfioaver than IPv4 CSR
of 80 percent.

* The Voice CSR for ATH nodes was 64 percent.

* The CSR estimates and 90 percent confidence interval bas&nalysis of Variance of
ATH excursions was 82 percent.

* The Information Dissemination Management (IDM) estirmdbe ATH excursions of
communication Categories 2, 3, and 4 demonstrated a dataged®M rate of 79
percent versus 90 percent for IPv4.

* IDM estimates for ATH communication Category 1 messagae 89 percent.

* |IDM estimates for the eight excursions with moversa@hmunication Categories 2, 3,
and 4 was 62 percent for data messages. This was muchit@ndPv4, which
demonstrated an IDM rate of 78 percent.

Operating system limitations and incorrect marking ofddéntiated Services Code Points
(DSCP) caused all IPv6 traffic to be sent at lower guleace than intended (Routine or Best
Effort). Due to this problem, all IPv6 traffic had te tveated as routine or best effort traffic
during the analysis. Other factors decreasing the G8#R/6 involved nominal satellite
communications and Unmanned Aerial Vehicle coverage.

ConclusiongRecommendations
While operating in the developmental phase of productienWIN-T network was able to pass

IPv6 and demonstrate the potential to meet the requitsmérstrumentation limitations of
incorrect DSCP and operating system problems degraded thed&uts.
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D.6 Internet Protocol Version 6 Product Capabilities Assessment Report
Testing Organization and Publication Date

JITC, Fort Huachuca, AZ
June 2006

Summary

The IPv6 Capable Exercise (ICE) focused on an extensiteaital analysis of the
implementation of IPv6 within COTS equipment criticathe IPv6 DoD transition. The DoD
IPv6 Generic Test Plan was designed to evaluate thermeplation level of IPv6 within a
product by analyzing the conformance, performance, and pesbility of the protocol
implementations. This information will be used to poputhe recently created APL.

Test and Evaluation M ethod

Exercise

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
2(2.1,2.2,23,21.1,2.1.3,2.2.1,2.2.3,2.3.1, 2.3.3)

3(3.1,3.2,3.1.1,3.2.1)

8(8.1,8.1.2)

Configuration

The following table lists the devices under test during 186t included in the table are Agilent,
Ixia, and Spirent Automated Test tools that were useth®bassessment.

Table D-2 Equipment Configuration

Device Under Test IOSVersion #

Cisco 3725 12.3(A1)T

Cisco 3845 12.3(11)T5

Cisco 3845 12.4(11)T (Not Available for Test)

Cisco ONS 15454 12.0(3)
Cisco 2621XM 12.3(16)
Juniper M5 6.4R2.4
Juniper M40e 6.4R2.4
Juniper T320 6.4R2.4
Juniper T640 6.4R2.4

UNCLASSIFIED 45



Results
Conformance Testing

The results from IPv6 conformance test efforts conduayetiTC, Cisco, and Juniper test labs
support the same conclusions; automated IPv6 conformastocegyt®d date, suffers from:

* Lack of adopted IPv6 RFCs.
* Lack of industry implemented IPv6 RFCs.

» Lack of joint development efforts between automatedviesdors and original
equipment manufactures.

The IPv6 conformance test suites are not presently matanggh in development or stable
enough to yield conclusive data now.

An unusually large number of inconclusive results froendbnformance test suites from of all
three vendors may be declared a result of either ustiedlmer values not associated with the
tested RFCs or improper setup. There were many instauinegs a timer value was declared as
a default setting by the manufacturer of the Device uihdst, and not implemented within the
conformance test suite.

Performance Testing

Automated performance testing focused on two areas: prgiedolrmance and bit level
performance. Protocol performance delivered a trendritimates close parity between 1Pv4
and IPv6. Bit level performance was tested for throughime loss, latency, standard
deviation, packet sequencing. Superior single and dual ste@kpt?formance utilizing ASIC
based routers over programmable processor based ravateshown.

Interoperability Testing

Protocol level performance tests were conducted emglag individual user sessions. Each
session initiating and terminating connections utiliz&dim1 automated protocol test script that
requested transactions in the following IPv6 protocols: PITTL, HTTP Secure (HTTPS) 1.1,
Real Time Streaming Protocol (User Datagram Protocehsting video), DNS A, DNS AAAA,
FTP, and Telnet.

Interoperability was on par with IPv4 if the applicatibilat supported the service in question
supported IPv6 and the equipment met IPv6 minimum systermeatgnts.
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Conclusons'Recommendations

The following conclusions were made with respect t®I8onformance, performance, and
interoperability testing. Automated conformance testimgu&l not be considered a valid
alternative until IPv6 conformance test suites are morgplete. Automated performance
testing focused on two areas: protocol performance areMeit performance. Protocol level
performance showed close parity between IPv4 and IPitdev@l performance showed
superior single and dual stack IPv6 performance utilizing A®i€2d routers over
programmable processor based routers. Interoperabdsyon par with IPv4 if the application
that supported the service in question supported IPv6 anduigneent met IPv6 minimum
system requirements.

UNCLASSIFIED a7



D.7 Forward Area Lightweight Communications Node Assessment Report
Testing Organization and Publication Date

JITC, Fort Huachuca, AZ
22 May 2006

Summary

The JITC assessed the Forward Area Lightweight Congations Node (FALCoN) at Fort
Huachuca, Arizona, from 14 to 24 March 2006 during DoD Interod&yaBo mmunications
Exercise 2006. The assessment included IPv6 interoperapéditiprmance, and functionality
testing in a dual-protocol environment. The test evaluaies I€v6 functionality, transition
mechanisms, routing protocols, common network applicatemsnetwork operations. The
FALCoON was tested for its capabilities in both a wieed wireless network.

Test and Evaluation M ethod

Exercise

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

2(2.1,22,2.3,21.1,21.3,22.1,2.2.3,2.3.1,2.3.3)
8(8.1,8.1.1)

Configuration

The FALCoN was tested in both a wired and wireleseoiit using the following equipment.
» Cisco Mobile Access Radio Card - 10S 12.4(2)T1 fc3
* Access Points, 3201 Wireless Mobile Interface Card -103(15)JK4 fcl
» AirFortress Secure Gateway - Software Version 3.0.2900AQ.

Results

Security

» The AirFortress Secure Gateway effectively provided #scaind did not inhibit
network operations.

Core IPv6 Functionality
» Stateless Auto Configuration - The FALCoN demonstratedathility to auto configure

and function within an IPv6 test network in either a @ioe a wireless mode.
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* Internet Control Message Protocol Version 6 (ICMPVvBhe FALCoN successfully
pinged a known address within a IPv6 test network in waretlwireless mode. While
operating in IPv6, the pings returned quicker than wheRvw4 Imode.

Transition Mechanisms

* Dual stack and 6to4 Static Tunnels - The FALCoN was alentp from both its IPv4
and IPv6 interfaces to another device’s IPv4 and IPv6fades. The IPv6 interfaces
returned a quicker time than the IPv4 interfaces.

Routing Protocols

* BGP Multi-protocol Extensions - Every FALCoN and routethin the test network ran
BGP correctly, updated its routing table, and forwardeddraéfcordingly. The
FALCON supports the BGP routing protocol.

* RIPng — Every FALCoN and router within the network akmiwother routing protocols to
enter one of the devices running RIPng. The FALCoN andbtiter propagated other
protocols through RIPng and its routing table updated accoydifidgie FALCoN
successfully implemented RIPng within the test network.

Common Network Applications
» The FALCoN transferred combined 77 HTTP, POP3, SMTP, aiidffids successfully
in an IPv6 network. All transfers were completedefree. Therefore, the FALCoN
supports common network applications as also used in IPvéretw
Network Operations
* DNS for IPv6 - The IPv6 128-bit address record name wsdved on the FALCON's
host machine. This demonstrates the FALCoN'’s abilityormact network operations
within an IPv6 environment.
ConclusongRecommendations
The FALCoN can provide core IPv6 functionality, suppahsition mechanisms and routing

protocols, provide common network applications, and sus&inork operations in either a
wired or wireless environment.
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D.8 Joint User Interoperability Communications Exer cise 2005 | nternet
Protocol Version 6 Assessment Report Annex

Testing Organization and Publication Date

JITC, Fort Huachuca, AZ
December 2005

Summary

The JITC performed an assessment of the JUICE 2005 Bw®rk. The IPv6 assessment took
place at in August of 2005. The assessment determined taextkat current vendor
implementations of IP systems including routing mechasyis@curity, mobility, operating
systems, and applications interoperated in a dual IPvdPatdenvironment. Emphasis was
placed on using IPv4 as the backbone transport mechanism.

Test and Evaluation M ethod
Exercise
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

2(2.2,2.3,2.1.1,221,2.3.1)
3(3.1,3.1.1)

4(4.1)

5(5.1, 5.1.1)

7(7.1)

8 (8.1, 8.1.1)

Configuration

The base network was IPv4 with IPv6 riding over that exgstetwork. Testing was restricted
to assessing dual stack configurations and transition meatgniSerial encryption (KIV-19s)
was used and is currently the preferred encryption methd@¥6 circuits. The following
equipment was used during testing.

o Cisco 3725, 3745, 3845 - 10S 12.3(7)T, later upgraded to 12.4(2) for mobdiigg and
Spirent SmartFlow Test Equipment.
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Results
Network Performance over Bandwidth Constrained Links

A four-router network was used during testing. The bandvadtthe link under test was varied
from 9.6 Kbps to 1544 Kbps. Automated traffic generators gealiraffic to congest the link,
as approximately 100 million packets were captured acrosmtitevidth constrained links
using IPv6 over IPv4 tunnels. Results were as follows:

* Links maintained a high level of service as demonstrateddsting the criteria of 100,
99, 95, and 90 percent packet completion on unsaturated tiaksaasessed bandwidths
using transmission control protocol (TCP), HTTP, and pa&kets.

» Testing demonstrated IPv6 traffic can operate effelgtivelow-bandwidth
environments.

» All other scenarios (99, 95, 90 percent packet complepmguced data rate throughput
higher than the Khz rate of the transmission media.

* Some bandwidth scenarios showed duplicate packets on fidikskbps or less.
Security
The network was configured for black backbone operationtwitk encryption to secure IPv6
traffic. Pre-built automated test scripts were pertdrfrom automated test devices. The bulk
encryption was successful and inserting serial encryplgorces in the system had no negative
impact. HAIPE devices do not currently have the abilitgriorypt IPv6.
End to-End Interoperability in a Mixed |Pv4 and I1Pv6 Environment
Traffic was transferred across 6to4 tunnels in accaanth RFCs 2893 and 2473. When the
link was not saturated, the circuit maintained a 99 percegrteater completion rate. Latency
across the tunnel averaged less than 10 millisecondsridiman the same circuit without a
tunnel. The measured administrative overhead forRfé tunnel was less than 10 percent of
the allotted bandwidth.
Integration of Services

The network was required to transport voice, data and vieweebn two networks separated by
a bandwidth constrained IPv4 network.

» Voice testing was not conducted, as the Cisco CallManage unable to be configured
in time for IPv6 testing.

» Data transfers between the computers maintained a 100 {peocepietion rate.
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* An IPv6 capable camera was connected to the network usihd®v4 and IPv6 to allow
remote monitoring of the JITC laboratory from anywherthe JUICE network using
streaming video.

* The video maintained high quality when used on high bandwidthits. No IPv6
capable video teleconference (VTC) systems were availabtbe test.

Mobile IPv6

Subscriber mobility was tested across a network congistii IPv4 bandwidth constrained links.
The following list presents the results of testing neHHv6:

» Attempts to use IPv6 mobility were unsuccessful.

* Troubleshooting determined that the Internetworking Oper&ysgem for the Cisco
routers required a minimum software version of 12.3(14)The mobility function.

» After loading version 12.4(2), the file was found to be toge for installation via Trivial
File Transfer Protocol. Therefore, an FTP server wgasl to successfully upgrade the
Cisco router.

* A Microsoft Windows Vista personal computer was upgradel beta mobility
software from Microsoft, but would not establish atietaship with the Home Agent in
the router. The mobility features within Microsoft WingoVista (beta) is no longer
supported and will not be fielded.

* Due to the fact that the warfighter will not have beta version of the Microsoft
software, troubleshooting was suspended.

Network Management Traffic

Network management features from a remote location esthgr SNMP or proprietary
management systems were not tested, due to time cotstrahe IPv6 SNMP management
system was not brought online during testing, but routers instead managed successfully via
telnet.

Conclusons'Recommendations

The current state of IPv6 used in a tactical netwonkimature and needs additional
development and testing before full deployment. Tunnelw§ lover IPv4 operated correctly as
a method to allow transmission of IPv6 traffic over4 circuits. The lack of HAIPE for IPv6
will require special planning and procedures that vary fimactrrent network planning
methods. Bandwidth constrained links with bandwidths hitfren 16 Kbps are not negatively
affected using IPv6 in comparison to IPv4 over the sgisies.
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D.9 MO1Implementation Report
Testing Organization and Publication Date

Sl International
30 March 2006

Summary
This report documents Milestone Objective (MO1) pilotibgs This testing took place in a
DoD IPv6 test bed that modeled common existing DoD priser networks using COTS
hardware and software. The hardware and software démaasthe conversion of IPv4 to a
system running IPv6 within a test bed. Testing focused ortraosition aspects of the test bed
in the following areas:
* Documented configuration of test bed before and aftasitian.
» Baseline of test bed configuration after transitiotPe6:
o Application layer compatibility with IPv6
0 Workarounds and Lessons Learned.
Test and Evaluation M ethod
Demonstration
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
1(1.5)
2(2.1,2.2,2.3,2.1.1,22.1,2.3.1)
8(8.1,8.1.1)

Configuration

Table D-3 Equipment Configuration

Device Under Test
Cisco 2600 Router — 10S 12.3
Cisco PIX 515e Firewall - PIXOS 7.0(1), 7.0(4)
Cisco 2900 Switch —10S 12.1
Cisco 2950 - 10S 12.1
Cisco Switch — 10S 12.2
HP ProCurve Switch 2524
Servers
Dell PowerEdge 2800
Windows Server 2003 Enterprise Edition
Sun Fire V20Z
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Table D-3 Equipment Configuration (continued)

Device Under Test
Solaris 10
Windows XP Professional
VMWare
Fedora Core 4
Dell Optiplex GX300, GX150
Dell 8400 Dimension
Dell Dimension L1000R

Reaults

Firewalls
The firewall successfully supported dual stack; all natranslated, and tunneled IPv6 traffic

was blocked. The firewall device passed all required.tests

Routing

(1) Open Shortest Path First Version 3 (OSPFv3)

The OSPF database and routing table included all subnéis tedt bed. A ping
from one laptop to a distant end laptop was successfulijumed through the
network; therefore, verifying both routers used all prefixethe lab. The router
correctly ran OSPFv3.

(2) Open Shortest Path First Version 2 (OSPFv2)

As with OSPFv3 tests, a ping from one laptop to alistad laptop was
successfully conducted through the network; thereforefyirggiboth routers
used all prefixes in the lab. The router correctly@8PFv2.

Protocol | ndependent M ulticast-Sparse M ode (PIM-SM)

The PIM-SM did not function, due to the firewall andiloe modification of the PIXOS required
utilizing PIM-SM with IPv6 in the test bed. To support P8W, the IPv4 multicast
infrastructure must be maintained.

Network Services

Common network services were tested in two phases., IFkgt services were verified while
running dual stack configuration and ensured all criteria werdefete testing within IPv6.
These services included: Network Address Translation, BHINS, NTP, SSH, FTP, Remote
Login, VPN, HTTP, and HTTPS. Only VPN was unable to fiomcproperly in this setup.
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After the transition to IPv6, DNS, SSH, FTP, HTTP, HPIS, and Remote Login were
successfully verified for functional operation. DHEErsion 6 (DHCPv6) and NTP both failed
to operate correctly. Streaming Media partially paskedeét criteria set.

L essons L earned

*  Windows 2003 Server and XP Service Pack 2 Client do not suppé@rtusihg IPv6
transport.

* E-mail: Microsoft Exchange 2003 was not capable of comeating with IPv6
addresses.

* Orenosv FTP Server v.1.0 supports IPv6 and was succgsafillled on Windows XP
machines to run as FTP server.

* Windows Server 2003 does not support DHCPVG6.

* DNS: Bind 9 supports and understands AAAA records and coneatesiusing IPv6
protocol.

* Windows Server 2003 supports WWW service in IPv6 as part ofltBeservices
Network News Transfer Protocol in IPv6. But once IRabisport is enabled on a server
running 1S 6.0, all web pages on the computer are availabiRv6 clients. Individual
pages or virtual directories cannot be configured to resmoattter IPv4 or IPv6
requests only.

* Linux supports SSH server using IPv6 transport.
ConclusiongRecommendations

In the initialization of the network systems, the basevork services were brought online and
basic functionality was provided to each of the workstatindependent of the internal networks
of which they were a part. The servers and workstatiamne all properly configured and
documented to allow for standard operational network proesdurhe routers, firewalls,
servers, and hosts were all properly configured and dadche This dual stack implementation
of the test bed was completed successfully. The miuctnfiguration to support IPv6 is the
standard DoD IPv4 enterprise architecture.
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D.10 Capabilitiesand Lessons Learned from IPv6 Migration of the Command
and Control Resource M anagement System (C2RM S)

Testing Organization and Publication Date

Adroit Command, Control, Communications, Computers, ligagice, Surveillance, and
Reconnaissance (C4ISR) Center, SRA International, Inc

19 September 2005

Summary

The C2RMS program monitors and manages Command and Controé(@2prises in the event
of degradation or failure of mission critical componeriteie C2RMS program rapidly initiates
corrective measures, both manually and automaticallgnsure continued mission effectiveness
in a rapidly changing environment that may cross sergaljtion, and DoD agency boundaries.
This report documents capabilities and lessons learned dC2RYIS migration. Previous
versions of C2RMS had limited IPv6 capability. This mignathow enables C2RMS to have
more IPv6 features.

Test and Evaluation M ethod

Experiment

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
9(9.1,9.1.1,9.1.2,9.1.3)

Configuration

The configurations were tested in a dual stack environmigmthe IPv6 enabled version of
C2RMS.

Results
The C2RMS has the following IPv6 capabilities:

* Resources (any IP addressable device) can be created in G2RMS Pv4 or IPv6
address.

* C2RMS can monitor resources for status via IPv6-orieptieg monitor and an IPv6-
oriented SNMP monitor.

* Monitors report back to the C2RMS server via IPv4 or IPvfedding on which address
(IPv4/v6) within the host was queried.
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L essons Learned

The following list presents lessons learned from thwé Iidigration of C2RMS:

Auto configuration is not yet implemented across alifptans.
Windows does not provide SNMP daemon support for IPv6.

Windows Server 2003 operating system’s (OS) SNMP agent shipffethesOS does
not work with IPv6.

Outbound network interfaces must be specified for link ldeaddresses.

Many OSs currently do not provide much support for commowmar&ing protocols such
as DHCP.

Java 1.5 provides IPv6 support.
An IPv6 address does not have a set prefix and subneinikev4 address. Therefore,
IPv6 networks must provide multiple scanning ranges, which saukmger wait-time

since the range is much larger than an IPv4 range.

DHCPV6 servers currently do not meet standards of IPv6inggas IPv6 network with
widely, varied IP addresses.

Solaris requires no link local address to be assigndtt&thernet adapter interface.

In WebLogic 9, IPv6 channels must be configured in ordeclients to connect to the
Weblogic applications server using the IPv6 address.

Conclusons'Recommendations

The IPv6 migration of C2RMS is essential to ensure odtwitegrity in service, coalition, and
DoD agency boundaries. The migration has enhanced maoyefeaf the program, such as
allowing the status monitoring of IPv6 host devices usirigeeiPv4 or IPv6. Many lessons
learned were taken from testing. Improvements mustameno ensure C2RMS works as well
in an IPv6 environment as it does in IPv4.
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D.11 Internet Protocol Version 4 (1Pv4) to IPv6 Transition M echanisms for
Tactical Networks

Testing Organization and Publication Date

US Army Communications and Electronics Research Dpwadmt and Engineering Center
(CERDEC)
28 Nov 2005

Summary

This report describes various transition mechanismsranditional architectures to ensure IPv4
and IPv6 interoperability during the Army’s transition fréfltv4 networking systems to the IPv6
Global Information Grid (GIG). Such mechanisms includd stack IPv4 and IPv6 TCP/IP
stacks, manually configured tunnels, automatic tunnels, ansldt@mn mechanisms. The
functionality, scalability, and security implicatioaseach mechanism was evaluated. IPv6
transition mechanism architecture is also suggesteddditian, deploying IPv6 capable DNS
and address books in tactical networks is discussed.

Test and Evaluation M ethod
Engineering Analysis
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

2(2.1.1)
8(8.1,8.2,8.1.1, 8.2.1)

Configuration

Although no “real” test configuration was used for thislgsia, a common DoD network was
analyzed.

Results

* Dual Stack:
o0 Performance — No major known performance issues.
* Memory, CPU and network maintenance overhead requirsertace 1P
are all increased.

Security — New, unproven code into the TCP/IP stack ceald 1o vulnerabilities.

0 Scalability — Currently seen as a problem as many rootess maintain separate
routes for IPv4 and IPv6 networks, creating twicevilbek as a single stacked
network. Overhead penalties of a dual stack can beresasea network scales up in
size.

(@)
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0 Recommendations:
* All new IPv6 capable devices should be fully dual stacked &dmum
network flexibility.

* Configured Tunnels:
o Performance — Tunnels pay a double penalty for IP headdieage Configured
tunnels must be reconfigured if a network is renumberezhgged addressing.
0 Security — No serious issues were discovered with configureetls.
0 Scalability — Time and effort required for administratarsrianually configure
tunnels to connect each isolated network is an issue.

* |Pv4 Compatible IPv6 Addresses:
0 Scalability is deprecated since it requires globally rolatéPv4 addresses and creates
a node level IPv6 address that is not compatible withricleical routing.

* Automatic Host Tunneling Mechanisms:

o Performance — Like configured tunnels, automatic tunneling hatslelt® header
overhead.

0 Security — This type of tunneling from a host to the outsidee domain provides a
possible security breach, especially if the protocoblegs designed to bypass NAT
and filtering firewalls.

0 Scalability — A single tunneling endpoint router can stalsupport several thousand
tunnels for a campus-sized network.

o Examples of Automatic Tunneling Mechanisms:

e |Pv6 Tunnel Broker e |SATAP
e 6tod « DSTM.
e Teredo

* Translators:
0 An on-link bump-in-the-wire translator can sustain speciéeds of a device not used
for an enterprise-wide service.

« DNS:

0 As the world’s largest network system application, #malysis recommends
implementing Berkeley Internet Name Domain (BIND)sien 9 or higher for dual
stack operations to prepare for IPv6. The BIND-9 suppoetadiv IPv6 resource
record type called the “AAAA” record.

ConclusonsyRecommendations

IPv6 can be successfully integrated into tactical ndtsydout a concentrated engineering effort
will be necessary to fully realize the benefits oflau6 based network. After initial IPv6
integration via dual stacks and tunnels, an additional afox¢cessary to create an “IPv6
dominant” network that can still service IPv4 applicatibnstake advantage of IPv6-only
advanced features such as autoconfiguration, mobility, mmoitting, and service discovery.
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D.12 Milestone Objective 1 Internet Protocol version 6 Capable Evaluation Base,
Control

Testing Organization and Publication Date

Sl International
24 October 2005

Summary

This report is part of a series of testing MO1 requirédmeifihis test pertains to conducted MO1
IPv6 capable evaluation base control. The testing ptaade in a DoD IPv6 test bed that
modeled common existing DoD enterprise networks using Claf@vare and software.
Testing focused on detailed functional requirementsHe6 Irouting protocols (RIP Next
Generation, BGP4+, OSPFv3, and 1S-1S) as well aswgegindamental functionalities of the
IPv6 protocol (Header format, Stateless autoconfigurakituriticast Listener Discovery, and
Maximum Transfer Unit discovery).

Test and Evaluation M ethod

Experiment

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
2(2.2,2.3)

Configuration

Table D-4 lists the equipment configuration of the devioeter test.

Table D-4 Equipment Configuration

Device Under Test
Cisco 2600 Route- 10S 12.:
Cisco PIX 515e Firewal- PIXOS 7.0(1), 7.0(«
Cisco 2900 Switck I10S 12.:
Cisco 295(-10S 12.:
Cisco 3550-10S 12.;
HP ProCurve Switch 25.
Server
Dell PowerEdge 28(
Windows Server 2003 Enterprise Edil
Sun Fire V20.
Solaris 1!
Windows XP Profession
VMWare
Fedora Core
Dell Optiplex GX300, GX15
Dell 8400 Dimensio
Dell Dimension L100R

UNCLASSIFIED 60



Results

The following table gives a summary of MO1 IPv6 Capable Eataln Base, Control test results

while operating in a mixed IPv4 and IPv6 environment.

Table D-5 Test Results

Test Result
Verify that the router supports RIPng routing algorithm Pass
Verify that routers maintain a routing table entry foergvdestination Pass
Verify that each routing table entry, created by a roatemtains a route metric Pasis
Verify that each routing table entry contains the |Ru@ress of the next router Pass
Verify that a node's packet format complies with thenitédin in RFC 2080 Pass|
Verify that an address specified in RIPng as a next hapink-local address Pass
Verify that prefix 0:0:0:0:0:0:0:0 is used when specifying default rout Péess
Verify that the default route is used if the route destinas not listed in the routing table Pags
Verify that RIPng Requests are sent by a router toask fesponse containing all or part of a neighbo ing’ass
router's routing table
\_/erify that RIPng Requests are sent as mu]ticastsmﬂgermwhich have just come up and are seeking to Pass
fill in their routing tables as quickly as possible
Verify that an (unsolicited) response is received duertmalar update Pass
Verify that a Response message is received due to a #ihgpdate caused by a route change Pass
Verify that an interface identifier must be unique on a glvén Pass
Verify tha’F a ho_st must send a multicast listener riepben it joins a multicast group or in response to an Pass
MLD multicast listener query
Verify th'c_lt hos_ts must request routers to send theireaddind connection parameters in order to enable Pass
autoconfiguration
Verify that a host must send a neighbor advertisemessage in response to neigt solicitation Pass
Verify that a host must send a multicast listener dnassage when it leaves a multicast group Pass
L essons L earned
» Cisco I0S (12.3T):
o RIPng and OSPFv3 were both supported.
0 RIPng and OSPFv3 should be configured on each routeraioéeaind not on the
global configuration mode of the router.
* Windows XP (Service Pack 2):
o0 When configuring an IPv6 address for any interface, tlsene iclear way to define
the network prefix of the IPv6 address.
* Most Base and Control Plane sections were successalilated and supported by
Windows and Cisco Products.
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ConclusiongRecommendations
Any operating system that supports IPv6 should be ableisfysaiost of the requirements for

the Base and Control section of the IPv6 capable mafite routing protocols and fundamental
functionalities of the IPv6 protocol were successfulmythis testing.

UNCLASSIFIED 62



D.13 Milestone Objective 1 Internet Protocol version 6 Capable Evaluation
Base, Transition Mechanisms, Applications

Testing Organization and Publication Date

Sl International
25 September 2005

Summary

This report is part of a series of testing MO1 requirdmeifihis test pertains to MO1 IPv6
Capable Evaluation Base, Transition Mechanisms, and Agpjolics. The testing took place in a
DoD IPv6 test bed that modeled common existing DoD priser networks using COTS and
software. Tests focused on fundamental functionaldfethe 1Pv6 protocol (Header format,
Stateless autoconfiguration, Multicast Listener Digcgyand Maximum Transfer Unit
discovery), applications (DNS, HTTP, FTP, Telnet, aMiIB), and transition mechanisms
(configured or automatic tunnels, and translation).

Test and Evaluation M ethod

Experiment

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

2(2.2,2.3,2.2.1,2.3.1)
8(8.1, 8.1.1)

Configuration

Per previous MO1 testing by Sl International, the followtalgje lists the equipment
configuration.

Table D-6 Equipment Configuration

Device Under Test
Cisco 2600 Rour - 10S 12.!
Cisco PIX 515e Firewal- PIXOS 7.0(1), 7.0(«
Cisco 2900 Switck I10S 12.:
Cisco 295(-10S 12.:
Cisco 355(-10S 12.;
HP ProCurve Switch 25.
Server
Dell PowerEdge 28(
Windows Server 2003 Enterprise Edi
Sun Fire V20.
Solaris 1C
Windows XP Profession
VMWare
Fedora Core

UNCLASSIFIED 63



Table D-6 Equipment Configuration (continued)

Device Under Test
Dell Optiplex GX300, GX15
Dell 8400 Dimensio
Dell Dimension L1000|
Agilent N4180B Network Test

S

Results
Table D-7 Test Results

Test Result
Verify that the Web Server is able to send web aust® web clients using IPv6 packets Pajs
Verify that the system supports the extensions of tHe protocol to move files across networks or the Pass
internet using IPv6
Verify that nodes are able to use Telnet to access dBvices using either the IPv6 address. 1Pv6

. . Pass
packets must be exchanged during the Telnet session
Verify that the AAAA Record Type specific to the intetrclass of a single IPv6 Address is supported Pg
Verify that systems support the use of SMTP with IPv6 Pass
Verify that the DNS AAAA query returns all associatedA resources records in the answer section Pass
of a response
Verify that edge routers can be dual stacked Pass
Verify that IPv6 device (router) can be configured with @ured tunneling transition mechanism
(GRE) Pass
Verify that IPv6 basic header length shall include a dastin address (128-hit) field Pass

ASS

L essons L earned

*  Windows Server 2003 supports:
o IPconfig, Ping, Tracert, Netstat, and Route commands.
o Internet Explorer and the Internet Information Sersi¢éeb service.

» Apache Web Server running on Windows XP successfully host&dweb pages.

ConclusonsyRecommendations

This report documents tested fundamental functionabtiélse 1Pv6 protocol, applications, and
transition mechanisms. Although most tests were passaty common applications are not
IPv6 capable yet and do not cover most of the MO1 requirsmdtore test cases must be

executed concentrating on MO1 requirements.
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D.14 Milestone Objective 1 Internet Protocol version 6 Capable Evaluation Information
Assurance

Testing Organization and Publication Date

Sl International
02 September 2005

Summary

This report documents MO1 testing which took place in B Rv6 test bed that modeled
common existing DoD enterprise networks using COTS haelasad software. Conversion of
an existing IPv4 system to IPv6 was demonstrated wittestabed. Testing focused purely on
IPV6 1A,

Test and Evaluation M ethod

Experiment

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
1(1.1,12,14,15,1.1.1,1.1.2,1.1.3,1.21,1.4.1,1.49)1.5.

Configuration

Table D-8 lists the equipment configuration of the devioeter test.

Table D-8 Equipment Configuration

Device Under Test
Cisco 2600 Router — 10S 12.3
Cisco PIX 515e Firewall - PIXOS 7.0(1), 7.0(4)
Cisco 2900 Switch —10S 12.1
Cisco 2950 - 10S 12.1
Cisco 3550 —10S 12.2
HP ProCurve Switch 2524
Servers
Dell PowerEdge 2800
Windows Server 2003 Enterprise Edition
Sun Fire V20Z
Solaris 10
Windows XP Professional
VMWare
Fedora Core 4
Dell Optiplex GX300, GX150
Dell 8400 Dimension
Dell Dimension L1000R
Agilent N4180B Network Tester
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Results

Table D-9 Test Results

Test Result
Verify that the IPv6 device (router) could permit and denkeiforwarding based on protocol (http) Pags
Verifg thgg IPv6 device (router) can properly permit orydpacket forwarding based on source port Pass
number
Verifg that IPv6 device (firewall) can properly permitaeny packet forwarding based on source port Pass
number
Verify that router must deny or permit packet forwardingedasn the IPSec option in the IPSec headers Pass
Verify that the IPv6 device (firewall) could permit or ggracket forwarding based on TCP info Pass
Verify that the IPv6 device (router) could permit and denkegforwarding based on User Datagram

. Pass
Protocol (UDP) info
Verify that the IPv6 device (firewall) could permit packatvarding based on UDP info Pass
Verify that router must require login/password for acteshe management function Pass
Verify that router must recognize the AH fields when they set to null Pass
Verify that router must recognize the ESP fields whey tire set to null Pass
Verify that firewall must recognize the AH fields whérey are set to null Pass|
Verify that firewall must recognize the ESP fields wilesay are set to null Pass

L essons L earned

*  Windows 2003 Server and XP Service Pack 2 Client:

0 IPSec support for IPv4 traffic is separate from IPSec stf@olPv6 traffic Local or
domain-based IPSec policies configured with the IP Sedraltigies or Group Policy
snhap-ins are for IPv4 traffic only. These policies haveffect on IPv6 traffic.

o Windows 2003 Server and XP SP2 Client do not have IPSec Gahplser Interface

for IPv6 as all systems have for IPv4; installing and goming IPSec6 has
done using command line interface.

to be

o0 The current implementation of IPSec for IPv6 is nobnemended for use in a

production environment because it relies on static keying;hwineans that
provisions for updating encryption keys when sequence nurabergused.

» Cisco Routers:
o Cisco IOS IDS is not supported for IPv6.

it has no

0 At default, when no IPv6 Access Control Lists (AChsg configured on the router

all IPv6 traffic is permitted. However, once an IPV6lAis configured and
to an interface, the default action for that intezfeecto deny all IPv6 traffic
explicitly permitted on the interface.

» Cisco Firewalls:
o Cisco equipment does not support SNMP management using IPvéseid
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Conclusons'Recommendations

This document was created to test MO1 IA requirements,fexeden the IPv6 Capable
document, on a simulated DoD enterprise enclave runningl stde& network. The test cases
included packet filtering, network management, IPSec, and n\agay requirements were met.
However, some IA requirements need further development.
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D.15 2005 Ethernet Switch Comparison Report
Testing Organization and Publication Date

U.S. Army Information Systems Engineering Command Teldgydntegration Center
February 2006

Summary

The Technology Integration Center (TIC) evaluated Higteswitches from seven different
vendors for possible use in the Installation Informatmdrastructure Modernization Program
(I3MP). The testing included evaluating core, building, @hge switches in areas of
performance, system functionality, network managenat,security. The TIC evaluated each
switch’s strengths and weaknesses in the aforemedtaneas.

Test and Evaluation M ethod

Demonstration

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
2(2.2,22.1)

3(3.1, 3.2,3.3)

9(9.1)

Configuration

Table D-10 lists the equipment tested during the 2005 Ethgsmith comparison evaluation.

Table D-10 Equipment Configuration

Vendor Product Type
Switch 8814 Core
Switch 8810 Core
Switch 8807 Core
3COM SuperStack 4 5500-48 Edge
SuperStack 4 5500-24 Edge
SuperStack 4 5500-48 PWR  Edge
SuperStack 4 5500-24 PWR Edge
OmniSwitch 9700 Core
OmniSwitch 7700 Edge
Alcatel Networks—5 s i ch 6800-28 Edgd
OmniSwitch 6800-24 Edge
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Table D-10 Equipment Configuration (continued)

7606 Core
Catalyst 6509 Core
Catalyst 4510R Core
Catalyst 4507R Core
Cisco Systems | Catalyst 4503 Building
Catalyst 3750-48 Edge
Catalyst 3750-24 Edge
Catalyst 3560-48 Edge
Catalyst 3560-24 Edge
Matrix N7 Core
Matrix N5 Core
Matrix N3 Building
Enterasys  yawix E1 ws-48 Edge
Matrix E1 WS-24 Edge
Matrix N Series Standalonje Edge
BlackDiamond 10808 Core
BlackDiamond 8810 Core
BlackDiamond 6808 Core
Alpine 3808 Building
Extreme Network| Alpine 3804 Edge
Summit 300-48 Edge
Summit 300-24 Edge
Summit 200-48 Edge
Summit 200-24 Edge
MG8 Core
Fastlron SuperX Edge
Foundry Networks Fastiron Edge 9604 Edge
Fastlron Edge 4802 Edge
Fastlron 2402 Edge
ERS5520-48T-PWR Edge
ERS5520-24T-PWR Edge
Nortel Networks ERSS510-48T Edge
ERS5510-24T Edge

Results

All switches were tested on stand alone performanceugimput, forwarding, congestion
control, Power over Ethernet, multimedia scenayisgstem functionality (supports FTP, SMTP,
HTTP, and HTTPS), network management (MIB requests, SNisliBabilities to support NMS),
and security (vulnerability scanning, support of SSH, securegement, password protection,

and product integrity).

Most edge switches consistently passed IPv6 traffic agar the line rate. Core switches passed
traffic normally below the line rate. A majority tife switches lacked implemented security and
management when operating in IPv6, with few exceptidis switch met all the current ISMP

IPv6 requirements.
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Conclusons'Recommendations

Although no switch met all the objectives for IPv6 pariance, management, and security, this
year’s testing saw a dramatic improvement over the 26@4 £ the approving authority for the
ISMP Approved Product List, the TIC strongly recommendeitcéws that meet a large number
of the IPv6 requirements, as these are necessatyefduture ISMP network.
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D.16 ADNSHAIPE Interface Requirements (Including IM-PEPD, VECP and Route
redistribution)

Testing Organization and Publication Date

SPAWAR Systems Center
13 February 2006

Summary

This document outlined requirements for the Implicit Hemlave Prefix Discovery protocol
(IM-PEPD) and associated Virtual Encryptor Configuratiootérol (VECP). The purpose was
to propose and document requirements for introductionthetdNSA process for inclusion into
the High Assurance Internet Protocol Interoperabilpg&fication. The protocol is also
applicable to IPSec devices. The goal is to provide plsjraxtremely scalable dynamic
discovery solution for network encryption.

Test and Evaluation M ethod

Engineering Analysis

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
1(1.6,1.6.1,1.6.2)

Configuration

The basic concept of IM-PEPD is that a single nekvwefix associated with each HAIPE and
the addresses of the HAIPEs are administratively predtiéned, making prefix discovery
unnecessary.

HAIPE also uses a dynamic discovery protocol, VEGRupport multiple prefixes behind a
single HAIPE. This is necessary to support connectotegacy or public networks and for
transition between dynamic legacy networks and the pth@h& architecture, where the
network encryption is pushed as close to the user adbfgossi

Results (Requirements)

The following requirements are necessary for HAIPExsare implementation:

* HAIPE allows operator configuration of the IM-PEPD prdérgth in bits.

* For IPv6 the suggested configuration range is 24-64 bits.

» HAIPE allows configuration of the Cipher Text (CT) Hédéntification (ID) for the
group.
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* HAIPE allows configuration of the CT/Plain Text (Phj)erfaces in the same network
prefix.

» HAIPE generates the CT destination for key exchangeg tisnIM-PEPD parameters
and the PT destination prefix.

* HAIPE generates the CT header destinations of encryptieg{sausing the configured
IM-PEPD parameters and the PT destination prefix.

The following are proposed HAIPE software requirementsifie VECP protocol:

» HAIPE uses a VECP probe/response protocol to discoveoniet behind other
encryptors.

* The receiving HAIPE responds with a message that infdnesitiator that it is the
gateway for the prefix, when a HAIPE receives a VE@be.

» HAIPE applies CT destination addresses of remote HAtBEscrypted packets
according to IM-PEPD parameters, even if the HAIPEHat prefix does not exist.

ConclusiongRecommendations
Using IM-PEPD/VECP for implementation in HAIPE deviassild support an IP routing

architecture for the network-centric component of@&é. Further T&E and development are
required.
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D.17 Simplified Multicast Forwarding for MANET
Testing Organization and Publication Date

Internet Engineering Task Force (IETF) MANET WorkingoGp/Naval Research Lab
5 March 2006

Summary

This document describes the SMF protocol that provides a Basiulticast forwarding
capability within mobile ad hoc networks (MANET). SMF isdged to have limited
applicability as a forwarding mechanism for multicastkese within MANET routing areas. In
addition, it provides mechanisms to support interoperahyiity a connected wired
infrastructure. SMF uses a simplified forwarding mecé@rthat delivers multicast packets to
all MANET multicast receivers within a MANET routinges. The core design does not use
receiver specific group information in order to reduce derity and state maintenance within
the mobile topology. This document describes the SiWwerding mechanisms in detail,
specifies an optional SMF neighbor discovery protamadl describes several efficient relay set
algorithms that have been implemented in conjunction &#MF.

Test and Evaluation M ethod

Engineering Analysis

Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)
10 (10.2, 10.2.1)

Configuration

The following characteristics are desired as an effle®IANET flooding algorithm solution for
use in SMF:

* Resultant cover set that is small compared to thénataber of nodes as the network
scales in size and density.

* Robust approach somewhat resilient to network mobitity lank dynamics.

» Cover set election/maintenance mechanism thathsaigight, distributed, and adaptive
in nature.

Results (Recommendations)
Distributed mechanisms that select and maintain redutadnede sets have been developed.

Wireless contention, topological classes, and rolegstof packet delivery and set election under
mobility scenarios further complicate design tradeoffsaddition, the actual protocol
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implementation for IP multicast forwarding based upa@séhflooding algorithms raises
additional design tradeoffs and issues, including:

Protocol state maintenance

* Duplicate packet detection mechanisms

» Packet processing requirements and overhead
» Expected traffic distribution patterns

* Protocol signaling requirements

* Delivery robustness requirements.

SMF should also implement explicit detection of dupécanulticast packets by a temporal
packet identification scheme. This is typically impénted by keeping a history of previously
received and forwarded packet identifiers for comparisomsigeecently forwarded multicast
packets. Different approaches to packet identificatior lheen considered. Possibilities
include unique markings within packet header fields, such astpsedgeence numbering, or
application of hash algorithms or similar techniques topamtly and uniquely describe the
history of recently received packets. This document resamds simple, sequence-based
schemes that can be accomplished without additionatifdpencapsulation of packets and/or
their content. Encapsulation approaches are consideteuf-scope so that non-forwarding
edge nodes within a MANET area can easily receive fld@tdatent without any additional
software beyond a typical IP stack.

Packet hashing approaches for Duplicate Packet Detectidd) (DBy be applicable in some
cases, but early examination of these approaches ieditzt computation complexity may be
prohibitive for per-packet processing on many candidate MANBRTforms (e.g., PDAS).
Additionally, the unavoidable "cache-miss" rates, wpissibly low for some algorithms, result
in the severe penalty of false DPD (and thus packelt latdser than the more benign penalty of
additional computation cycles as associated with nmgdications of hashing.

Conclusions
Much work remains on implementing SMF for MANET. TIBEE F Working Group has
designed many possibilities and solutions for SMF impleéatem. However, areas such as

interfacing with exterior multicast routing protocolsjltiple gateways, multicast group scoping,
and security must be continually worked on and future T&lEbe needed to test ideas.
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D.18 Special Interoperability Test Certification of the Hewlett Packard Laser Jet
2420d Printer with Jetdirect Card for Internet Protocol Version 6 (1Pv6)
Capability

Testing Organization and Publication Date

JITC, Ft. Huachuca, AZ
30 June 2006

Summary

The Device Under Test (DUT) was a Jetdirect netwarkl ncorporated in a Hewlett-Packard
Laser Jet 2420 Printer providing basic IPv6 capability plusdRR8d certificate based
authentication. This card was tested against the GTHowne?, draft test plan for Performance
and Interoperability. After completing the certificatiprocess, this device will be placed on the
IPv6 Approved Products List.

Test and Evaluation M ethod
Special Interoperability Certification
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

1(1.1,1.3,1.4,1.1.1, 1.1.3, 1.3.2)
2(2.1,2.2,2.3,2.1.1,2.2.1, 2.3.1)
3(3.2,3.3,3.2.1,3.3.1)

5(5.1, 5.1.2)

8(8.1, 8.1.1)

IPv6 APL Result

This product was given a Special Interoperability Cedifan awaiting Information Assurance
Certification.

Configuration

The network card and printer were connected for testirgugh the JITC simulated GIG
network. The network included encryption capabilities amtivadth constrained links. The
Network Interface Card (NIC) on the printer was téstéth laptops that employed Windows
XP. The IPv6 type addressing is available on a persongpater that runs Windows XP,
Windows Server 2003, Windows Longhorn, Linux Redhat, Linedtdfa Core 4, and Linux
Fedora Core 5. Certificates that were used during testng pulled from a Dell certificate
server running Windows 2003 server. Table D-11 lists other equipmed within the test
network.
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Table D-11 Equipment Configuration

EQUIPMENT NAME MODEL NUMBER VERSION
Printer HP Laser Jet 2420d 80 MB RA 'r(r)‘;"(‘)’gB%Dgg’fgg_;
Network Card HP Jetdirect 635N J7961A  Firmware V310(43.FF
Encryptor KIV-7HSB N/A
Cisco Router CISC03845 12.3(14)T2
Cisco Router CISC03845 12.4(4)T1
Juniper Router Juniper M40e v7.4R2.6
Juniper Router Juniper M40e v7.4R2.6
Juniper Router Juniper T 320 v7.3R1.5
Juniper Router Juniper T 320 v7.3R1.5

Results
Core IPv6 Functionality

The printer was configured using IPv6. Print jobs were sisfghly sent across the GIG network
and printed via IPv6. The print job was then printedléoand saved. This file was then
transferred over FTP to the printer volatile memony pnnted successfully 20 out of 20
attempts. Mozilla Firefox was then used to open anH$dssion to the printer for management
of the printer via IPv6. This HTTP session was cietated maintained a minimum of 20 times
with a 100 percent success rate.

Tests for ICMP were performed across the simulated rigt@ork. A continuous ping test for
IPv6 was started and ran for one hour with no loss cfgta. Three separate tests of 1,000 ping
tests were also performed with 100 percent success. worietap was used to capture the
continuous ping packets and were examined for RFC compliance

Bandwidth Constrained Links

The printer only provides an Ethernet interface for nekvconnectivity. To verify the ability

for traffic to transit Point-to-Point Protocol (PP$&rial links a router was installed with a
1.544M PPP serial link including KIV-7 encryption. Trafficsvsuccessfully passed across this
link to perform print jobs from a host computer.

Transition Mechanisms

Generic Tunnels are normally created at a router ¢avadhcapsulation of user traffic across the
network. In this case, the DUT is a user device wathauter capabilities. This device
successfully passed traffic across GRE tunnels, bauitdaot create those tunnels. The DUT is
capable of supporting both IPv4 and IPv6 simultaneously opértiently. Addresses for IPv4
were successfully obtained using DHCP. Addresses forvevé obtained using IPv6 host
autoconfiguration. The printer successfully responded to g@iptests, FTP, and HTTP on both
IPv4 and IPv6 in a dual-stack environment with 100 percent ssicces
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This device is unable to configure tunnels except for IPSeekion support SMTP or Real
Time Streaming Protocol file types for printing. FERupported for delivery of files to be
printed and HTTP is supported for management purposes.

Information Assurance

The printer was configured with test certificates thatained one computer (IPv4 and IPv6) and
secure transactions were conducted to allow HTTP andfpnations over IPv4. The PKI
certificate was downloaded from an existing laptop and copiedto the DUT. This

information was sniffed and the packets were examinay to recover intelligible data. The
payload was encrypted and no information was recognizatiénwine packet. The same type
of test was performed on IPv6 using Windows Longhorn. Kiecertificates were downloaded
from a server running Longhorn Beta, Build 5384.4.060518-1455, Date 05-22-PBi3dest

still needs to be run with Linux and Windows XP. A teaswot run on Linux due to time
constraints. A test was not performed on IPv6 using Wisdd® due to the software not
supporting an IPv6 address in the windows to create sesonections.

Conclusions
The DUT successfully completed the related IPv6 Pedooa and Interoperability portions of

the GTP. Therefore, the Hewlett Packard Laser Jet 2BRa6tkr with Jetdirect Card is certified
as IPv6 capable.
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D.19 |IPv6 Transtioning: Not Ready for Prime Time
Testing Organization and Publication Date

U.S. Army Information Systems Engineering Command (LE&AT) Technology Integration
Center
December 2005

Summary

The engineers at USAISEC sought to determine the stepssay to build an IPv6 operational
network. The ultimate goal was to transition the USEAC production network to IPv6. The
steps in learning this were documented in detail, while dentassons learned and stumbling
points so that those who follow can learn from tixisezience. Many common IPv6 applications
and services were assessed and overall performance/alasted.

Test and Evaluation M ethod
Experiment
Joint Staff IPv6 Operational Criteria Tested (relevant Level 1 and 2 decomposition items)

1(1.5, 1.5.1, 1.5.2)
2(2.2,2.3,2.2.1,2.3.1)
8(8.1, 8.1.1)

Configuration

The USAISEC network is almost entirely Microsoft Windnbased, as is the replica network.
The primary server was comprised of the Active Direc{@y) controller, the primary DNS
server, the DHCP server, the File Server, the &rigerver, the streaming media server, and a
Web server. The other server is comprised of thensizecg DNS and the Live Communications
Server (LCS) (the latter of which provides collabomtiwols for use across the enterprise).
Both servers were loaded with the Windows Server 2003 Eisepdition and Service Pack 1.
The two Linux servers, loaded with RedHat 9.0, were uséelp investigate problems and
anomalies in the operation of IPv6 by acting as protacalyzers and UNIX Web servers.

The clients used myriad configurations. Two UNIX clientye loaded with Fedora Core 4 and
Vector 5 Linux. Five clients were loaded with WindoMR Professional with Service Pack 2.
Two clients were loaded with Vista Beta 1 Second Reledke Windows machines were joined
to the AD domain and loaded with the LCS client softwaké# machines on the network were
built with dual network cards, one using IPv4 exclusivelg the other a dual stack IPv4 and
IPv6. Thus, connections used for communications werly/ eagnitored and operations of IPv4
and IPv6 could be compared.
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Results

The report shows several areas in which manual inteoveby a user or network administrator

is required to achieve even basic IPv6 functionalitiier€ were also several areas in which IPv6
lacks the functionality that has come to be expectéud networks. The results are
summarized below:

* Network Communication:
o Oninitial boot or connected to the network, the clienstiirst register itself with the
authoritative devices on the network. With IPv6 at prieshis step is manual and in
many cases cannot be accomplished.

* Auto-configuration:
o DHCPv6 duplicates the functionality of DHCP in IPv4, itus not yet implemented
in any of the Windows operating systems.

» IPv6 Graphical User Interface (GUI) Configuration:
o With the exception of the Vista beta, Windows opetptipstems provided an
equivalent GUI for IPv6 configuration as they do for IPv4

« DNS:

0 The DNS built into the Windows Enterprise Server 2003 lemniiv4 and IPv6
addresses, with both forward and reverse lookups.

o Clients can successfully make DNS queries of IPv4 and dHd6éesses, as long as the
queries are sent via IPv4. By default, the DNS Serves dot accept DNS queries
over IPv6.

0 The IPv6 capable Ethernet switch blocked DNS query traffer IPv6 by default,
therefore testers had to manually configure this netwotkethernet switch in
order for DNS traffic to pass through. Only then could\tigta client perform DNS
lookups.

* Applications:

0 Onthe Windows XP clients IPv4 was disabled and it dvssovered that IPv6
communication disappeared. This is a known flaw in Wirgl® and has been
corrected in Vista.

0 Aifter disabling IPv4 on the Vista clients after loggingitite domain, most network
applications could run over pure IPv6.

* Internet Browsers:
o0 Internet Explorer can browse Web pages over IPv6} bitl inot accept IPv6
Uniform Resource Locators specified by address.
0 Athird-party Web browser, Firefox, could browse Web gageer IPv6 using either
IPv6 addresses or domain names.
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* File Sharing:
o  Windows networking and sharing of drives worked without iss@g tRv6.

* Network Devices:
o The IPv6 capability of most networking devices that westetemeets the current
DoD requirement of “IPv6 Capable” but does not satisfypttaetical needs of most
users wishing to implement IPv6 on an operational DoD owdtw

* Network Security:

0 The state of the industry in firewalls and IDS appeaisetfar behind the DoD’s need
for network protection.

o The management interface on one vendor’s machineadidisplay IPv6 packets that
have been screened and did not allow rules to be buily UBV6 criteria. Thus,
testers and administrators cannot verify whether yeeem is properly filtering IPv6
packets.

Conclusions

The IPV6 is not ready for production use at this timetwlek administrators considering
serving as pilot sites should be prepared for many techamckimplementation hurdles. Current
Windows operating systems lack many basic features to supérnetworking. Many
networking hardware devices can support basic IPv6 opefaitdack features such as
management and security which are vital for operation& Betworks. Corrections should be
built into the core of operating systems and into trellvare on network devices. The DoD
cannot run its networks on a patchwork of repaired prodiasdors need to address these
problems now so that their products can be thoroughlydéstiore the DoD deployment
deadline.
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Appendix E.  DoD I Pv6 2003-2005 Test and Evaluation Summary

To provide a consolidated assessment of current IPv6 Ti&irwvthe DoD, this appendix
reanalyzes the 39 reports from the FY 2005 submissiorg tisnnew methodology in this
report. The 39 IPv6 test documents from this reporting gevere analyzed at the criterion
level using a methodology similar to that discussecertiSn 2.2. Each report was analyzed
with respect to its applicability to each of the J@taff IPv6 operational criteria. Then each
report was assessed using quantitative and qualitative factdesermine how well the report
demonstrated the applicable criteria. Color status ratwege derived by combining the
contributions of the applicable reports for each coteri

The 2003-2005 Test and Evaluation Matrix (Table E-1) presénitedest reports for this
reporting period by Joint Staff IPv6 operational critamna test method. Ten more reports were
applicable to the demonstration of Criteria 1, 2, 3, 4nd, 8. However, certain levels of
decomposition have not been demonstrated for thesei@m@nd contributed to the red ratings.
For example, there was no testing of HAIPE for Ciote 1 and no testing of application
transition techniques for Criterion 2. Criteria 5, 6a8d 10 had a relatively sparse number of
applicable reports.
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Table E-1 2003-2005 Test and Evaluation M atrix

Joint Staff IPv6 Operational Criteria

Test Methods

Engineering
Analyses

Modeling &

Simulation

Experiments
Demonstrations
Pilots

Exercises

Field Tests

Cumulative Status

Demonstrate security of unclassified network
operations, classified network operations, black
backbone operations, integration of HAIPE, integrat
of IPSec, and integration with firewalls and intrusion
detection systems

on5

(.

Demonstrate end-to-end interoperability in a mixed
IPv4 and IPv6 environment

2

11 3

Demonstrate equivalent to, or better performance than

IPv4 based networks

2

Demonstrate voice, data, and video integration

Demonstrate effective operation in low-bandwidth
environment

(.

Demonstrate scalability of IPv6 networks

FNEY
T

(.

Demonstrate support for mobile terminals (voice, data

and video)

1

Demonstrate transition techniques

N

(.

Ol N OO0 |~ WDN

Demonstrate ability to provide network management
networks

of

(.

10

Demonstrate tactical deployability and ad hoc
networking

Key:
() Criterion has been successfully demonstrated.

N

Significant progress has been made on this criterio
Limited progress has been made on this criterion.
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